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1 Introduction

In this section we formulate the Jacobian conjecture, and outline the plan of our efforts to achieve some results about it.

Notation 1.1. We use the symbol $\ominus$ for a non-determined constant in $\mathbb{C}^*$. There are some arithmetical rules we will use:

(i) $\ominus^2 = \ominus$.

(ii) For any $c \in \mathbb{C}^*$, $c \ominus = \ominus$.

Notation 1.2. Let $f_1, \ldots, f_n : \mathbb{C}^n \to \mathbb{C}$ be polynomials. We say that $(f_1, \ldots, f_n)$ admits the Jacobian condition if

$$J(f_1, \ldots, f_n) = \ominus.$$  \hfill (1)

Elementary calculation shows that if the polynomial mapping $F = (f_1, \ldots, f_n)$ is invertible, then $(f_1, \ldots, f_n)$ must be a Jacobian pair. The famous Jacobian conjecture, essentially asked by Keller [Ke], asserts that each polynomial mapping admitting the Jacobian condition must be invertible. Aside from the trivial case $n = 1$ it remains an open problem for all $n \geq 2$.

Keller, who curiously considered $F$ with integer coefficients, verified the conjecture in the birational case, i.e. when $F$ has an inverse formed of rational functions.

The analogue in characteristic $p > 0$ is false, already for $n = 1$, $F(x) := x + x^p$. The analytic analogue is likewise false, for example with $n = 2$, $f_1(x, y) := e^x, f_2(x, y) := e^{-x}y$. There is even an entire $F : \mathbb{C}^2 \to \mathbb{C}^2$ with $J(F) = \ominus$ such that $F$ is injective, but $F(\mathbb{C}^2)$ misses a nonempty open set (cf. [B-M]).

If, however, $F : \mathbb{C}^n \to \mathbb{C}^n$ is polynomial mapping admitting the Jacobian condition, and $F$ is injective, then $F$ is invertible. Thus the Jacobian Conjecture must depend on properties specific to polynomials in characteristic zero.

The so called “strong real Jacobian conjecture” was disproved in 1994 when Pintchuk gave an example of a non-injective polynomial mapping from $\mathbb{R}^2$ into itself whose Jacobian determinant is everywhere positive on $\mathbb{R}^2$ (cf. [P]).

In this thesis we will consider the Jacobian conjecture in the case $n = 2$, which is the so called plane Jacobian conjecture. For simplicity we use a slightly different notation.
Notation 1.3. Let \( f, g : \mathbb{C}^2 \to \mathbb{C} \) be polynomials. We say that \((f, g)\) is an automorphism, if \((f, g) : \mathbb{C}^2 \to \mathbb{C}^2\) is a bijection.

We say that \((f, g)\) is a Jacobian pair if it admits the Jacobian condition

\[
J(f, g) = \emptyset. \tag{2}
\]

The plane Jacobian conjecture asserts that any Jacobian pair is an automorphism.

Next we list some results proved only for the plane Jacobian conjecture. Notable among these is Moh’s proof of the plane Jacobian conjecture when \(\max(\deg(f), \deg(g)) < 100\) (cf. [M]).

Abhyankar in [A] proved the conjecture in the Galois case when \(\mathbb{C}(x, y)\) is Galois over \(\mathbb{C}(f, g)\). Moreover, Abhyankar also proved that the conjecture is equivalent with the property that the curves \(f = 0\) and \(g = 0\) have only one point at infinity in \(\mathbb{P}^2\). He also shows that they have at most two points at infinity, a result also proved by Makar-Limanov [M-L].

Kaliman proved that any Jacobian pair can be composed by a convenient automorphism such that any fiber of the composition is irreducible (cf. [Ka]). Razar, Heitmann and Weber independently showed that the conjecture holds if \(f\) is rational (which means that the generic fiber is the punctured sphere), and any fiber of \(f\) is irreducible (cf. [He], [L-W] [N-N] and [R]). Lê showed recently that the conjecture is true if \(f\) is rational.

Another point of view is to consider the topological degree of the Jacobian pair \((f, g)\). (The topological degree is evidently the degree of the extension \([\mathbb{C}(x, y) : C(f, g)]\).) By the above remarks (e.g. by the work of Keller), it is enough to prove that the topological degree, say \(d\), is 1 for any Jacobian pair. Moreover, \(d \neq 2\), because in this case the field extension above were Galois. Orevkov proved that \(d \neq 3\) cf. [O 2], Orevkov and Domrina proved that \(d \neq 4\) cf. [D-O] and [D].

The main result of this thesis is that \(d \neq 5\). To achieve this result we will consider the Eggers – Wall tree of the singularities of the fibers \(f(x, y) = a\). We will use special decoration on the tree, which will not only depend on the singularity.

Our plan is the following. We consider a possible counterexample \((f, g)\) of the Jacobian conjecture, and consider some properties of \((f, g)\).

Notation 1.4. Assume \((f, g)\) is a Jacobian pair. Denote the fibers of \(f\) by \(R_a := f^{-1}(a)\). We regard \(R_a\) as a finite union of Riemann surfaces, and we denote the smooth compactification of \(R_a\) by \(\overline{R_a}\).

Set \(f := f(x, y)\), \(g := g(x, y)\). On the compactified fibers \(R_a\) one defines the meromorphic functions \(x, y\) and \(g\) by natural restriction. Evidently,
\( \overline{R_a} \setminus R_a \) is a finite set containing the poles of \( x \) and the poles of \( y \). By (2) the meromorphic function \( g \) is non-constant. Moreover \( g \) has another remarkable property stated below:

**Notation 1.5.** Set \( P \in \overline{R_a} \). Denote the multiplicity of \( g \) at \( P \) by \( \Lambda(P) \).

**Statement 1.1.** Assume \((f,g)\) is a Jacobian pair. Then

(i) For any \( P \in R_a \) one has \( \Lambda(P) = 1 \).

(ii) For any \( P \in R_a \) one has \( g(P) \in \mathbb{C} \).

It is worth to mention, that the fibers corresponding to a Jacobian pair are always smooth. Moreover, we obtain more interesting properties about the fibers, if we compactify them.

This statement shows that both the poles and the critical points of the non-constant meromorphic function \( g \) form a subset of the finite set \( \overline{R_a} \setminus R_a \). Our plan is to obtain a more detailed description of the poles and the critical points of \( g \), which leads to some geometrical properties of the possible counterexamples of the Jacobian conjecture.

In Section 2 we introduce a normal form for \((f,g)\). This normal form goes back to Abhyankar, and its existence is guaranteed by some results of Abhyankar. It also implies that the fibers have two points at infinity. Moreover, this normal form will can be applied by the Eggers – Wall tree.

In Section 3 we introduce the concept of Eggers – Wall tree, and introduce some requiring notations.

In Section 4 we extend the fundamental theorem of Abhyankar of [A] (cf. Proposition 4.2 and Proposition 4.3). We introduce a partial ordering naturally defined by Propositions 4.2 and 4.3. We essentially prove that any two points of the Eggers Wall tree close enough can be compared by the above partial ordering (Proposition 4.4 and Proposition 4.5).

Section 5 presents a formula how one can calculate the topological degree from the data of the Eggers – Wall tree (Proposition 5.5 and Proposition 5.8).

In Section 6 we characterize the partial ordering defined in Section 4. We introduce the symbols \( \searrow \) and \( \nearrow \). There exists a strict connection between these symbols and the partial ordering (cf. Proposition 6.3). In the end of the section we characterize the structure of the symbols \( \searrow \) and \( \nearrow \) (cf. Proposition 6.6 and Proposition 6.7).

In Section 7 we give a formula for the branching data corresponding to the finite critical values of \( g \). We also give an upper bound for the number of critical points with finite critical values for fixed topological degree (cf. Corollary 7.1).
In Section 8 we prove some number-theoretical properties of Jacobian pairs. The fundamental result of this section is Proposition 8.1 which shows a relation between the number-theoretic properties of neighbouring vertices of the Eggers – Wall tree.

In Section 9 we define a decoration on the vertices of the Eggers – Wall tree. This decoration helps to prove that there does not exist a Jacobian pair with topological degrees 2, 3, 4 and 5 (cf. Theorem 9.1).

Although the present method eliminates the new case when the topological degree is 5, it is not strong enough to solve completely the Jacobian conjecture. It is not only true that in the higher degree cases the arithmetical computations are more involved, but one can also create a decorated Eggers Wall tree (corresponding to topological degree 9) which would not contradict to any of the restrictions considered in this thesis. It is worth to mention that the corresponding polynomials \(f\) and \(g\) satisfy \(\deg(f) = 48\) and \(\deg(g) = 64\) which was one of the four exceptional cases in Moh’s paper [M].

On the other hand, the method can be compared with the method of Moh, and we believe that it is even a sharper filter.

Moreover, we think that analyzing the topological degree, we set a more geometric picture then via the degrees of the polynomials \(f\) and \(g\).

2 Normal forms

In this section we give a normal form of the possible counterexamples. The results of the sections are simple corollaries of Abhyankar’s results [A].

**Notation 2.1.** Suppose \((f, g)\) is a Jacobian pair. Define the equivalence \(\sim\) by \((f, g) \sim (f^*, g^*)\), if there are \(\mathfrak{K}\) and \(\mathcal{L}\) automorphisms with the property

\[
(f^*, g^*) = \mathfrak{K} \circ (f, g) \circ \mathcal{L}.
\]

Assume \((f, g)\) is chosen from its \(\sim\) class so that \((\deg f, \deg g)\) is minimal in the lexicographic order. Then we say that \((f, g)\) is an almost normalized Jacobian pair.

We say that an almost normalized Jacobian pair \((f, g)\) is an almost normalized counterexample of the Jacobian conjecture if it is not an automorphism.

**Notation 2.2.** Define \(\mathbb{Q}^+ := \mathbb{Q} \cap [0, \infty)\).

The almost normalized counterexamples have some remarkable properties.
Lemma 2.1. Suppose \((\tilde{f}, \tilde{g})\) is an almost normalized counterexample of the Jacobian conjecture. Then there exists an almost normalized counterexample of the Jacobian conjecture in the form \((f, g) = (\tilde{f} \circ A, \tilde{g} \circ A)\), \(\) (where \(A : \mathbb{C}^2 \to \mathbb{C}^2\) is a non-degenerated linear mapping), whose Newton polygons \(N_f\) and \(N_g\) have the following properties:

(i) There exist \((k_f, l_f) \in N_f\) and \((k_g, l_g) \in N_g\) with \(k_f, l_f, k_g, l_g > 0\), and \(N_f\) is a part of the rectangle with vertices \((0,0), (0, l_f), (k_f, l_f), (k_f, 0)\), and \(N_g\) is a part of the rectangle with vertices \((0,0), (0, l_g), (k_g, l_g), (k_g, 0)\).

(ii) \(\frac{k_f}{k_g} = \frac{l_f}{l_g};\)

(iii) \(k_f < k_g, l_f < l_g, l_f \leq k_f, l_g \leq k_g;\)

(iv) \(\frac{w}{k_f} \notin \mathbb{N};\)

Proof. We use the notations of Abhyankar [A]. Set \(w = (w_1, w_2) \in \mathbb{R}^2\). The \(w\)-degree of the monomial \(\otimes x^iy^j\) is defined by \(\operatorname{deg}_w(\otimes x^iy^j) := w_1i + w_2j.\)

Let \(H : \mathbb{C}^2 \to \mathbb{C}^2\) be a non-zero polynomial. Let \(\operatorname{deg}_w(H)\) be the maximal \(w\) degree of the non-zero monomials of \(H\), and define \(H^+_w\) by the sum of the non-zero monomials of \(H\) with maximal \(w\) degree.

By [A, Theorem 18.13]
\[
\tilde{f}_{1,1}^+(x, y) = \Theta(a_1x + b_1y)^{k_f}(a_2x + b_2y)^{l_f},
\]
for some constants \(a_1, a_2, b_1, b_2 \in \mathbb{C}\) and \(k_f, l_f \in \mathbb{N}\). By symmetry we may assume \(l_f \leq k_f\). By [A, Theorem 19.2] \(k_f \neq 0\) and \(l_f \neq 0\) and \(a_1b_2 - a_2b_1 \neq 0\). Set
\[
A := \left( \begin{array}{cc} a_1 & b_1 \\ a_2 & b_2 \end{array} \right)^{-1}.
\]

Set \((f, g) := (\tilde{f} \circ A, \tilde{g} \circ A).\)

By the definition of \(A\) we have \(f^+_{(1,1)}(x, y) = \otimes x^{k_f}y^{l_f}.\) By the definition, \((k_f, l_f)\) is a vertex of \(N_f\). We state that \(N_f\) is a part of the rectangle with vertices \((0,0), (0, l_f), (k_f, l_f), (k_f, 0)\).

If there were, however a point \((i, j) \in N_f\) with either \(i > k_f\) or \(j > l_f\), then we also could assume that \(((i, j), (k_f, l_f))\) is an edge of \(N_f\). Moreover, since \(f^+_{(1,1)}(x, y) = \otimes x^{k_f}y^{l_f},\) we have \(i + j < k_f + l_f.\)

Suppose for example \(i > k_f\). Then, evidently \(j < l_f.\) Set \(w = (l_f - j, i - k_f).\) By [A, Theorem 18.13] (using \(l_f - j > i - k_f\) and the normalization property of \(f\)\) we obtain that \(f^+_w\) is a monomial. This is, however a contradiction, since, by the definition of the Newton polygon, both \(\otimes x^{k_f}y^{l_f}\) and \(\otimes x^iy^j\) are non-zero terms of \(f^+_w.\)
By [A Lemma 18.2], for any \( w \in \mathbb{R}^2 \), \( J(f_w^+, g_w^+) = c \in \mathbb{C} \). Set \( w = (w_1, w_2) \) with \( w_1, w_2 > 0 \). By the property of \( N_f \) just proved above, we have \( f_w^+ = \langle x^{k_f}y^{1_f} \rangle \). Therefore, \( J(f_w^+, g_w^+) = \langle x^{k_f}y^{1_f} - 1 \frac{\partial f_w^+}{\partial x} + \langle x^{k_f-1}y^{1_f} \rangle \rangle \). (because \( k_f, l_f > 0 \), so \( J(f_w^+, g_w^+) = 0 \). By [A, Proposition 17.4], \( g_w^+ = \langle f_w^+ \rangle^\alpha = \langle (x^{k_f}y^{1_f})^\alpha \rangle \) for some \( \alpha \in \mathbb{Q}^+ \). Since \( w_1, w_2 > 0 \), \( \deg(\langle (x^{k_f}y^{1_f} - 1)^\alpha \rangle) < \deg(\langle (x^{k_f}y^{1_f} - 1)^\beta \rangle) \) for any \( 0 \leq \alpha < \beta \), we obtain that \( \alpha \) does not depend on \( w \). Set \((k_g, l_g) := \alpha(k_f, l_f)\). Since \( \langle x^{k_g}y^{l_g} \rangle \) is a monomial of \( g \), one obtains that \( k_g, l_g \in \mathbb{N} \). Moreover, \( \alpha \neq 0 \) since otherwise \( g \) would be a constant polynomial which evidently contradicts \( (2) \). This shows \( k_g, l_g > 0 \) and \( (ii) \).

The same way, as above, we can prove that the property \( g_w^+ = \langle x^{k_g}y^{l_g} \rangle \) for any \( w = (w_1, w_2) \) with \( w_1, w_2 > 0 \) implies that \( N_g \) is a part of the rectangle with vertices \((0, 0), (0, l_g), (k_g, l_g), (k_g, 0)\). (In fact these two properties are equivalent.) This shows the remaining part of \( (i) \).

Notice that \( l_f \leq k_f \), and \( (ii) \) implies \( l_g \leq k_g \) as well. Moreover, by the normalization property, \( (\deg(f), \deg(g)) \leq (\deg(g), \deg(f)) \) (in the lexicographic order), and \( (ii) \) implies \( k_f \leq k_g \) and \( l_f \leq l_g \) too. Since by \( (ii) \) \( k_f = k_g \) if and only if \( l_f = l_g \), in order to finish the proof of \( (iii) \), it is enough to prove \( (iv) \).

Assume, however, that \( \frac{k_g}{k_f} = \alpha \in \mathbb{N}^* \). By \( (ii) \) and \( (i) \), \( g_{(1,1)}^+ = c(f_{(1,1)}^+)^{\alpha} \), for some \( c \in \mathbb{C}^* \). Set \( g^* = g - cf^\alpha \). By its definition, \( (f, g^*) \sim (f, g) \) and \( \deg(g^*) < \deg(g) \), which contradicts the normalization property of \((f, g)\).

**Notation 2.3.** Let \((f, g)\) be an almost normalized Jacobian counterexample of the Jacobian conjecture admitting properties \( (i) \), \( (ii) \), \( (iii) \), and \( (iv) \) of Lemma 2.1. Then we say that \((f, g)\) is a normalized counterexample of the Jacobian conjecture.

From now on we only deal with the possible normalized counterexamples of the Jacobian conjecture.

**Remark:** Later on we will prove that \( l_f < k_f \) (and so \( l_g < k_g \)), (cf. Theorem 6.1) but that proof needs a slightly deeper analysis.

**Notation 2.4.** Let \((f, g)\) be a normalized counterexample of the Jacobian conjecture. Define \( \alpha, \beta \in \mathbb{N}^* \) by

\[
(i) \quad \frac{\alpha}{\beta} = \frac{k_f}{k_g}.
\]

\[
(ii) \quad \gcd(\alpha, \beta) = 1.
\]

We call the pair \((\alpha, \beta)\) the “type of the counterexample” \((f, g)\).

**Statement 2.1.** By \( (iv) \) of Lemma 2.1, any normalized counterexample the type \((\alpha, \beta)\) satisfies \( \alpha \neq 1 \) and \( \beta \neq 1 \).
3 The Eggers – Wall tree

Our plan is to analyze the Puiseux series around the $x$ and $y$ poles of $R_a$. The normalized counterexamples of the Jacobian conjecture have an important property.

**Statement 3.1.** Set $P \in \overline{R_a} \setminus R_a$. Then exactly one of the following two properties holds

(i) $x(P) = \infty$ and $y(P) \in \mathbb{C}$, moreover

$$y = \sum_{j=0}^{\infty} c_j x^{-j/\kappa}$$

in a small neighbourhood of $P$, where $\kappa$ is the multiplicity of $x$ at $P$.

(ii) $y(P) = \infty$ and $x(P) \in \mathbb{C}$, moreover

$$x = \sum_{j=0}^{\infty} c_j y^{-j/\kappa}$$

in a small neighbourhood of $P$, where $\kappa$ is the multiplicity of $y$ at $P$.

The definitions below are essentially due to Eggers cf. [Egg].

**Definition 3.1.** Set $P \in \overline{R_a} \setminus R_a$. Assume that the Puiseux series has the form (3) (or (4) resp.). Set $e_0 := \kappa$ and define inductively

(i) $\beta_i := \min \{ j : c_j \neq 0 \text{ and } j \text{ is not divisible by } e_{i-1} \}$.

(ii) $e_i := \gcd(e_{i-1}, \beta_i)$.

After finitely many steps we obtain $e_m = 1$ and the procedure comes to an end. Set $\alpha_{j,P} := \beta_j / \kappa$. The set $(\kappa, \beta_1, \ldots, \beta_m)$ is called the Puiseux characteristics of $P$. For technical reasons, we use the notation $\alpha_0 = 0$.

**Definition 3.2.** Let $P, P^*$ be two different Puiseux series either in the form

$$y = \sum_{j \in \mathbb{Q}^+} c_j x^{-j}$$

and

$$y = \sum_{j \in \mathbb{Q}^+} c_j^* x^{-j}$$

or in the form

$$x = \sum_{j \in \mathbb{Q}^+} c_j y^{-j}$$

and

$$x = \sum_{j \in \mathbb{Q}^+} c_j^* y^{-j}.$$ 

Then define $\mathcal{O}(P, P^*) := \min \{ j : c_j \neq c_j^* \}$.

Set $P \neq P^* \in \overline{R_a} \setminus R_a$. Define

$$\mathcal{O}(P, P^*) := \max \{ \mathcal{O}(P, P^*) : \text{P corresponds to } P \text{ and } P^* \text{ corresponds to } P^* \}.$$ 

Otherwise let $\mathcal{O}(P, P^*) = -1$. 
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Statement 3.2. There exists a map, say $\Omega$, from the finite set $\overline{R}_a \setminus R_a$ to the set of formal series in the form

$$y = \sum_{j \in \mathbb{Q}^+} c_j x^{-j} \text{ or } x = \sum_{j \in \mathbb{Q}^+} c_j y^{-j},$$

such that

(i) For any $P \in \overline{R}_a \setminus R_a$, $\Omega(P)$ is the Puiseux series of $P$.

(ii) For any $P, Q \in \overline{R}_a \setminus R_a$, $O(P, Q) = O(\Omega(P), \Omega(Q))$.

Finally define the Eggers – Wall tree.

Definition 3.3. Define the equivalence $\sim$ on $\overline{R}_a \setminus R_a \times [0, \infty]$ by $(P, u) \sim (P^*, u^*)$ if

(i) $u = u^*$.

(ii) $u \leq O(P, P^*)$.

The Eggers – Wall tree is $T^*_a = ((\overline{R}_a \setminus R_a) \times [0, \infty])^\sim$.

Notation 3.1. Set $P \in \overline{R}_a \setminus R_a$. Define the natural embedding $I_P : [0, \infty] \to T^*_a$ by $I_P(u) = (P, u)^\sim$.

Define the natural projection $\pi : T^*_a \to [0, \infty]$ by $\pi((P, u)^\sim) = u$, which mapping is well-defined.

Notation 3.2. Set

$S^*_y := \{P \in \overline{R}_a \setminus R_a : P \text{ admits a Puiseux series in the form } (3) \text{ for some } \kappa \in \mathbb{N}^*\}$

$S^*_x := \{P \in \overline{R}_a \setminus R_a : P \text{ admits a Puiseux series in the form } (4) \text{ for some } \kappa \in \mathbb{N}^*\}$

Assume $P \in \overline{R}_a \setminus R_a$ admits a Puiseux series in the form (3) for some $\kappa \in \mathbb{N}^*$. Define $(0, y) := (P, 0)^\sim$. Assume $P \in \overline{R}_a \setminus R_a$ admits a Puiseux series in the form (4) for some $\kappa \in \mathbb{N}^*$. Define $(0, x) := (P, 0)^\sim$.

Statement 3.3. $T^*_a$ has two components, $T^*_a,x := S^*_a,x \times [0, \infty]^\sim$ and $T^*_a,y := S^*_a,y \times [0, \infty]^\sim$.

Definition 3.4. Define

$$V_{i,a} := \{I_P(u) : u = \alpha_{j,P}, \text{ for some } j \text{ and } P \in \overline{R}_a \setminus R_a\},$$

$$V_{2,a} := \{I_P(u) : u = O(P, P^*), P, P^* \in \overline{R}_a \setminus R_a\}$$

and $V_a := V_{1,a} \cup V_{2,a} \cup (0, x) \cup (0, y)$. $V_a$ is called the set of vertices of the Eggers – Wall tree.
The topology of $T^*_a$ naturally defines the set of edges. We formalize, how we obtain neighbouring vertices.

**Notation 3.3.** Set $\mathcal{F} \in T_a \setminus \{(0, x), (y, 0)\}$, $\mathcal{F} = I_P(u)$ for some $P \in \overline{R}_a \setminus R_a$ $u \in [0, \infty]$. Assume $u^* < u$, $u^* \in \mathbb{Q}$ satisfies

(i) $I_P(u^*) \in V_a$.

(ii) $I_P((u^*, u)) \cap V_a = \emptyset$.

Then define $\mathcal{F}^\circ := I_P(u^*)$, which is independent of the choice of $P$.

Moreover, if $\mathcal{F} \in V_a$, then the edge between the vertices $\mathcal{F}$ and $\mathcal{F}^\circ$ is $e_{\mathcal{F}, \mathcal{F}^\circ} := I_P([u, u^*])$. The set of edges is exactly

$$E_a := \{e_{\mathcal{F}, \mathcal{F}^\circ} : \mathcal{F} \in V_a \setminus \{(0, x), (0, y)\}\}.$$ 

We introduce a different decoration to the set $V_a$.

**Notation 3.4.** Set $\mathcal{F} \in V_a$. Define $\nu_\mathcal{F} \in \mathbb{N}^*$ in the following way. In the case $\mathcal{F} \notin V_{1,a}$, then let $\nu_\mathcal{F} := 1$.

Set $\mathcal{F} \in V_{1,a}$. Then $\mathcal{F} = I_P(\alpha_j)$ for some $P \in \overline{R}_a \setminus R_a$, where $(\kappa, \beta_1, \ldots, \beta_m)$ is the Puiseux characteristics of $P$, and $\alpha_j = \frac{\beta_j}{\kappa}$. Set $\nu_\mathcal{F} := \frac{\nu_\mathcal{F} - 1}{e_j}$.

**Notation 3.5.** Set $\mathcal{F} \in V_a$. Assume $\mathcal{F} = I_P(u)$ for some $P \in \overline{R}_a \setminus R_a$, $u \in \mathbb{Q}^+$, and assume that the Puiseux characteristics of $P$ is $(\kappa, \beta_1, \ldots, \beta_s)$. Set $\kappa_\mathcal{F} := \frac{\kappa}{e_j}$, where $\alpha_j \leq u < \alpha_{j+1}$.

**Notation 3.6.** Define $T_a := T^*_a \cap \pi^{-1}(\mathbb{Q})$, $T_{a,y} := T_{a,y} \cap T_a$, $T_{a,x} := T_{a,x} \cap T_a$.

**Statement 3.4.** Assume $\mathcal{F} \in V_a$. Then $\mathcal{F} \in T_a$.

**Notation 3.7.** Let $\kappa \in \mathbb{N}^*$ be such that any $P \in \overline{R}_a \setminus R_a$ admits a Puiseux series either in the form (3) or (4). Then we say that $\kappa$ is suitable.

**Notation 3.8.** Let $\kappa \in \mathbb{N}^*$ be suitable. Chose $\mathcal{F} \in T_a$ such that $\kappa \pi(\mathcal{F}) \in \mathbb{N}^*$. Then, evidently $\mathcal{F} = I_P(\pi(\mathcal{F}))$ for some $P \in \overline{R}_a \setminus R_a$. Define $\mathcal{F}'$ by $\mathcal{F}' := I_P(\pi(\mathcal{F}) - \frac{1}{\kappa})$, which is independent of the choice of $P$.

Set $\mathcal{F} \in T_a$. Assume that $n := \kappa \pi(\mathcal{F}) \in \mathbb{N}$. Assume that for $c \in \mathbb{C}$ there exists $P \in \overline{R}_a \setminus R_a$ such that

(i) $\mathcal{F} = I_P(\pi(\mathcal{F}))$.

(ii) The Puiseux series $\Omega(P)$ is in the form (3) or (4) with $c_n = c$.

Then define $\mathcal{F} * c := I_P(\frac{n + 1}{\kappa})$. It is easy to check, that $\mathcal{F} * c$ does not depend on the choice of $P$.  
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Remark: Actually $F'$ and $F * c$ also depends on $\kappa$, but for simplicity we don’t denote this dependence by the more correct but more complicated $F *_c \kappa$ or $F'_\kappa$.

**Statement 3.5.** Set $\kappa \in \mathbb{N}^*$, $F \in T_a$ and $c \in \mathbb{C}$. Assume that $F * c$ exists. Then $(F * c)' = F$.

**Statement 3.6.** Let $\kappa \in \mathbb{N}^*$ be suitable, $F \in T_a$ and $c \in C$. Assume that $F * c$ exists. Then there exists $c \in C$ such that $F = F' * c$.

**Notation 3.9.** Let $F \in T_y,a$ and $h(x,y)$ be a polynomial. Assume that $F = I_F(u)$ for some $P \in \mathbb{R}_a \setminus R_a$ and $u \in \mathbb{Q}^+$ and $\Omega(F)$ is $\sum_{j \in \mathbb{Q}} c_j x^{-j}$. Define

$$\eta_F := x^{x(F)}(y - \sum_{j \in \mathbb{Q}, j < x(F)} c_j x^{-j}).$$

Define the expression $h_F(x,\eta)$ by $h(x,y) = h_F(x,\eta_F)$. The same way can be defined the expression $h_F(\eta,y)$ in the case $F \in T_x,a, \kappa^{x(F)} \in \mathbb{N}$.

**Statement 3.7.** Let $\kappa \in \mathbb{N}^*$ be suitable, $h(x,y)$ be a polynomial, $F \in T_y,a$. Then

$$h_F(x,\eta) = \sum_{j = -\infty}^{\infty} x^{j/\kappa} p_j(\eta),$$

where $p_j$ is always a polynomial, and except of finitely many $j$, $p_j \equiv 0$.

Set $F \in T_x,a$ with $\kappa^{x(F)} \in \mathbb{N}$. Then

$$h_F(\eta,y) = \sum_{j = -\infty}^{\infty} y^{j/\kappa} p_j(\eta),$$

where $p_j$ is always a polynomial, and except of finitely many $j$, $p_j \equiv 0$.

**Notation 3.10.** Set $F \in T_y,a$ with $\pi(F) \in \mathbb{Q}^+$. Assume $h_F(x,\eta)$ has the form (5). Then define $h_F^+(\xi,\eta) := \xi^{j/\kappa} p_j(\eta)$, where $j$ is the largest index for which $p_j \neq 0$.

Set $F \in T_x,a$ with $\pi(F) \in \mathbb{Q}^+$. Assume $h_F(\eta,y)$ has the form (6). Then define $h_F^+(\xi,\eta) := \xi^{j/\kappa} p_j(\eta)$, where $j$ is the largest index for which $p_j \neq 0$.

In both cases define $d_{h,F} := \frac{1}{\kappa}$ and $p_{h,F} := p_j$.

**Notation 3.11.** Set $F \in V_a, F = I_p(u)$. Let $v \in \mathbb{Q}^+$ be the maximal element of $I_p([0,u]) \cap V_{1,a}$. Assume $I_p(v) = I_Q(v)$ for some $Q \in \mathbb{R}_a \setminus R_a$ such that the Puiseux characteristics of $Q$ is $(\kappa, \beta_1, \ldots, \beta_m)$, and $v = \alpha_j$ for some $0 \leq j \leq m$.
Let \( h(x, y) \) be a polynomial. Define

\[
D_{h, \mathcal{F}} := \kappa_{\mathcal{F}} d_{h, \mathcal{F}}.
\]

Define \( D_{\mathcal{F}} := D_{f, \mathcal{F}} \).

**Statement 3.8.** For any polynomial \( h(x, y) \), and for any \( \mathcal{F} \in V_a \), one has \( D_{h, \mathcal{F}} \in \mathbb{Z} \).

**Notation 3.12.** Set \( p(z) = \prod_{j=1}^{n} (z - z_j)^{n_j} \), \( z_j \in \mathbb{C} \) are pairwise different, \( \alpha_j \in \mathbb{N} \). Set \( z \in \mathbb{C} \). Define

\[
\text{mult}(p, z) = \begin{cases} 
\alpha_j & \text{if } z = z_j \\
0 & \text{otherwise}.
\end{cases}
\]

**Proposition 3.1.** Let \( h(x, y) \) be a squarefree polynomial. Let \( R_h \) be the finite set of Riemann surfaces of the fiber \( h(x, y) = 0 \). Let \( R_h^\ast \) be the smooth compactification of \( R_h \). By natural restriction we can define the meromorphic functions \( x \) and \( y \).

Assume that \( \kappa \in \mathbb{N}^* \) is a multiple of any order of \( x \)-pole.

Let \( c_0, c_1 \ldots \) be a sequence of complex numbers. Define the sequence of expressions \( \eta_n \) by the following way

\[
\eta_n := x^{n/\kappa} (y - \sum_{j=0}^{n-1} c_j x^{-j}).
\]

Define \( h_n \) by \( h_n(x, \eta) := h(x, y) \). Then, as we saw by the properties of \( h^{\mathcal{F}} \), \( h_n(x, \eta) = \sum_{j=m}^{d} x^{j/\kappa} p_j(\eta) \), for some polynomials \( p_j \), where \( p_m \neq 0 \) and \( p_d \neq 0 \).

\(*(\ast)\) \( \deg(p_d) \) is the number of the Puiseux series of the fiber \( h(x, y) = 0 \) in the form

\[
y = \sum_{j=0}^{n-1} c_j x^{-j/\kappa} + \sum_{j=n}^{\infty} d_j x^{-j/\kappa}.
\]

\(*(\ast\ast)\) \( \text{mult}(p_d, c_n) \) is the number of the Puiseux series of the fiber \( h(x, y) = 0 \) in the form

\[
y = \sum_{j=0}^{n} c_j x^{-j/\kappa} + \sum_{j=n+1}^{\infty} d_j x^{-j/\kappa}.
\]

A similar statement is true for the Puiseux series of the fiber \( h(x, y) = 0 \) in the form (4).
Proof. Let $R^*$ be the smooth closure of the finite set of Riemann surfaces of the fiber $h(t^*,y) = 0$. Then $x$, $y$ and $\eta_n$ can be considered as meromorphic functions on $R^*$. Moreover, there is a one-to-one correspondence between the set of Puiseux series in the form (4) and the set $\{ P \in R^* : x(P) = \infty \text{ and } y(P) \in \mathbb{C} \}$.

$$\deg(p_d) = \# \{ P \in R^* : x(P) = \infty \text{ and } \eta_n(P) \in \mathbb{C} \},$$

which implies $(\ast)$.

$$\mult(p_d, c_n) = \# \{ P \in R^* : x(P) = \infty \text{ and } \eta_n(P) = c_n \},$$

which implies $(\ast\ast)$.

Statement 3.9. Let $h(x,y)$ be a polynomial. Assume $\kappa \in \mathbb{N}^*$ is suitable and has the property of Proposition 3.1. Then for any $F \in T_a$ with $\kappa \pi(F) \in \mathbb{N}$, and for any $c \in \mathbb{C}$ such that $F \ast c$ is defined, we have

(i) $\mult(p_{h,F}, c) = \deg(p_{h,F\ast c})$.

(ii) If $l = \deg(p_{h,F\ast c})$ and $p_{h,F}(\eta) = \sum_{j=1}^{m} a_j (\eta - c)^j$ and $p_{F\ast c} = \sum_{j=0}^{l} b_j \eta^j$,

then $a_l = b_l$.

(iii) $d_{h,F\ast c} = d_{h,F} - \mult(p_{h,F}, c)/\kappa$.

Proof. Set $h := h_1 \ldots h_k$, where $h_1, \ldots h_k$ are squarefree polynomials. Since $h_F^\ast = (h_1)_F \ldots (h_k)_F$, it is enough to prove our statement for squarefree polynomials.

Property (i) follows from Proposition 3.1. Let us prove (ii) and (iii). Assume $F \in T_y a$. Set $G := F \ast c$,

$$h^F(x,\eta) = \sum_{j=k}^{n} x^{j/\kappa} p_j(\eta),$$

where $d_F = \frac{n}{\kappa}$, $p_n = p_{h,F}$. Since $\eta_G = x^{1/\kappa}(\eta_F - c)$, we obtain

$$h^G(x,\eta) = \sum_{j=k}^{l} x^{j/\kappa} p_j(x^{-\kappa} \eta + c).$$

The expression above contains the term $a_l x^{(n-l)/\kappa} \eta^l$, moreover, for any other term $ax^s \eta^l$ one has $s < \frac{n-l}{\kappa} = d - \frac{l}{\kappa}$. Since $a_l \neq 0$, by (i) we obtain (ii) and (iii). □
Statement 3.10. Set \( P \in \overline{R_a} \setminus R_a \). Define the functions \( \omega, \omega^* : \mathbb{Q} \cap [0, \infty) \rightarrow \mathbb{Q} \) by \( \omega(u) := d_{h,I}(u) \) and \( \omega^*(u) := \deg(p_{h,I}(u)) \). Then we have the following properties for \( \omega \) and \( \omega^* \).

(i) \( \omega \) and \( \omega^* \) are monotone decreasing.

(ii) \( \omega(u) \) is continuous.

(iii) Except of finitely many rational points, the graph of \( \omega(u) \) is locally on a line with slope \( -\omega^*(u) \).

This has the following corollary

Statement 3.11. Let \( h(x, y) \) be a polynomial, \( \mathcal{F} = \mathcal{F}' \ast c \in T_a \). Then

(i) \( \text{mult}(p_{h,\mathcal{F}'}, c) \geq \deg(p_{h,\mathcal{F}}) \).

(ii) \( d_{h,\mathcal{F}} - \text{mult}(p_{h,\mathcal{F}'}, c)/\kappa \leq d_{h,\mathcal{F}} \leq d_{h,\mathcal{F}'}/\kappa - \deg(p_{h,\mathcal{F}}) \).

Moreover, if in one of the above inequalities equality holds, then each inequality is actually an equality.

Notation 3.13. Set \( \mathcal{F} \in T_a \) with \( \pi(\mathcal{F}) \in \mathbb{Q} \) define \( p_{\mathcal{F}} := p_{f,\mathcal{F}} \) and \( d_{\mathcal{F}} := d_{f,\mathcal{F}} \).

Statement 3.12. Let \( h(x, y) \) be a polynomial. Then \( h_{(0, y)}^+ = h_{(0, 1)}^+ \) and \( h_{(0, y)}^+ = h_{(0, 1)}^+ \). As consequence we obtain \( d_{h,(0,y)} \geq \deg(p_{h,(0,x)}) \) and \( d_{h,(0,x)} \geq \deg(p_{h,(0,y)}) \).

Statement 3.13. For any \( P \in \overline{R_a} \setminus R_a \) there exists a unique \( u \in \mathbb{Q} \) such \( d_{I(u)} = 0 \).

Notation 3.14. Define
\[
T_a^+ := \{ \mathcal{F} \in T_a : \pi(\mathcal{F}) \in \mathbb{Q} \text{ and } d_{\mathcal{F}} > 0 \},
\]
\[
T_a^0 := \{ \mathcal{F} \in T_a : \pi(\mathcal{F}) \in \mathbb{Q} \text{ and } d_{\mathcal{F}} = 0 \},
\]
\[
T_a^- := \{ \mathcal{F} \in T_a : \pi(\mathcal{F}) \in \mathbb{Q} \text{ and } d_{\mathcal{F}} < 0 \}.
\]

Statement 3.14. For any \( a, b \in \mathbb{C} \) there exists an isomorphism \( M_{a,b} : (T_a^+ \cup T_a^0) \rightarrow (T_b^+ \cup T_b^0) \) with the following properties:

(i) For any \( \mathcal{F} \in T_a^+ \cup T_a^0 \) one has \( \pi(M_{a,b}(\mathcal{F})) = \pi(\mathcal{F}) \).

(ii) For any \( \mathcal{F} \in T_a^+ \cup T_a^0 \) one has \( f^+_{M_{a,b}(\mathcal{F})} = f^+_{\mathcal{F}} \).
Proof. Set $\mathcal{F} \in T_a^+ \cup T_a^0$. Set $\mathcal{F} := I_P(u)$ for some $P \in \overline{R_a} \setminus R_a$ and $u \in \mathbb{Q}^+$. Assume that the Puiseux series of $\Omega(P)$ is in the form

$$y = \sum_{j \in \mathbb{Q}^+} c_j x^{-j} \quad \text{or} \quad x = \sum_{j \in \mathbb{Q}^+} c_j y^{-j} \text{ resp.}$$

Assume first $\mathcal{F} \in T_a^+ \cup T_a^0$. Then

$$(f - b)^+_F = \begin{cases} 
(f - a)^+_F & \text{if } \mathcal{F} \in T_a^+ \\
(f - a)^+_F - (b - a) & \text{if } \mathcal{F} \in T_a^0.
\end{cases}$$

Therefore from Proposition 3.1 we obtain that there exists $Q \in R_b \setminus R_b$ such that $Q$ admits a Puiseux series

$$y = \sum_{j \in \mathbb{Q}^+} d_j x^{-j} \quad \text{or} \quad x = \sum_{j \in \mathbb{Q}^+} d_j y^{-j} \text{ resp.}$$

with $d_j = c_j$ if $j < u$. Define $M_{a,b}(\mathcal{F}) := I_Q(u) := \mathcal{G}$. Because $Q(u)$ depends only on the constants $d_j$ $j < u$, we obtain that $M_{a,b}$ is well-defined. By its definition (i) evidently holds. Moreover, $\eta_F = \eta_G$, so (ii) also holds.

Since, by the definition $(M_{a,b} \circ M_{b,a})(\mathcal{F}) = \mathcal{F}$, and $(M_{b,a} \circ M_{a,b})(\mathcal{F}) = \mathcal{F}$, $M_{a,b}$ is an isomorphism. \hfill \square

Statement 3.15. Set $P \in \overline{R_a} \setminus R_a$ having Puiseux characteristics $(\kappa, \beta_1, \ldots, \beta_m)$, $h(x,y)$ be a polynomial and $u \in \mathbb{Q}$ such that for $\mathcal{F} := I_P(u)$ $p_F$ and $p_h,F$ has no common root. Then we have the following possibilities:

(i) $d_h,F > 0$. Then $h(P) = 0$.

(ii) $d_h,F = 0$. Then $h(P) \in \mathbb{C}^\ast$.

(iii) $d_h,F < 0$. Then $h(P) = \infty$.

Moreover, in the cases (i) and (iii), the multiplicity of $h(P)$ at $P$ is $\kappa |d_{h,F}|$.

From Statements (3.9) and (3.15) we obtain that there is a strict connection between the polynomial $p_F$ and the coefficients of the Puiseux series corresponding to some $P \in \overline{R_a} \setminus R_a$.

Statement 3.16. Set $\mathcal{F} \in T_a^+ \setminus \{(0,x), (0,y)\}$. Then $\mathcal{F} \in V_{1,a} \cup V_{2,a}$ if and only if $p_F$ has more than one root.

Set $\mathcal{F} \in V_a$ and let $\nu := \nu_F$. Then there exists a polynomial $\tilde{p}$ and $l \in \mathbb{N}$ such that $p_F(\eta) = \eta^l \tilde{p}(\eta^\nu)$.  
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Proposition 3.2. Set \( F \in V_a \setminus \{(0,x),(0,y)\} \) and \( G := F^\circ \). Assume \( F = I_P(u) \) for some \( P \in \mathbb{R}_a \setminus R_a \). Choose some suitable \( \kappa \in \mathbb{N}^* \). Then there exists a unique \( c \in \mathbb{C} \) such that \( G * c = I_P(v) \) for some \( v \in \mathbb{Q}^+ \). The number \( c \) does not depend on the choice \( \kappa \). Therefore, in this situation we may use the notation \( F := G + c \).

Statement 3.17. Set \( F, G \in V_a \). Assume \( F = G + c \) for some \( c \in \mathbb{C} \). Then we have the following properties:

(i) \( \deg(p_F) = \mult(p_G, c) \);
(ii) \( d_F = d_G - (\pi(F) - \pi_G) \deg(p_F) \).

Statement 3.18. Let \( F \in T_a, \kappa \in \mathbb{N}^* \) be suitable such that \( \kappa \pi(F) \in \mathbb{N} \).

Then, if \( F * c \) exists, then \( c \) is a root of \( p_F \).

If \( 0 \) is a root of \( p_F \), then \( F * 0 \) exists. If \( c \in \mathbb{C}^* \) is a root of \( p_F \), then there exists a unique \( \nu_F \)-th root of unity, \( \varepsilon \) such that \( F * c \) exists.

4 Abhyankar’s idea

Proposition 4.1. Set \( F \in T_{\kappa,a} \) with \( \pi(F) := u \) and assume \( b \in \mathbb{C} \) satisfies

\[
(g - b)^{+}_{F} \neq c \in \mathbb{C}.
\] (7)

Then \( d_F + d_{g-b,F} \geq 1 - u \) and

\[
J(f^F, (g - b)^{+}_{F}) = \begin{cases} \ominus \xi^{-u} & \text{if } d_F + d_{g-b,F} = 1 - u \\ 0 & \text{if } d_F + d_{g-b,F} > 1 - u. \end{cases}
\] (8)

Proof. Choose \( \kappa \in \mathbb{N}^* \) such that \( \kappa u := n \in \mathbb{N} \).

From the chain rule by induction we have \( J(f^F(x, \eta), (g - b)(\xi, \eta)^F) = \ominus \xi^{-n/k} \) (cf. Notation 3.9).

On the other hand, denoting \( d_F + d_{g-b,F} - 1 \) by \( \frac{l}{k} \) for some \( l \in \mathbb{Z} \), there exists a sequence of polynomials \( p_j, p_{j+1}, \ldots, p_l \) with

\[
J(f^F, (g - b)^{+}_{F}) = \xi^{j/k} p_j(\eta_F) + \xi^{(j+1)/k} p_{j+1}(\eta_F) + \cdots + \xi^{l/k} p_k(\eta_F).
\]

This shows both \( d_F + d_{g-b,F} \geq 1 - u \) and (8).

By using an idea first observed by Abhyankar [A], we obtain a more general statement.
Proposition 4.2. Set $\mathcal{F} \in T_a^+$. Set $h_0 = g$.

Then there exist $m := m_{\mathcal{F}} \in \mathbb{N}$, $K_{\mathcal{F}} := (k_{0,\mathcal{F}}, \ldots, k_{m-1,\mathcal{F}}) := (k_0, \ldots, k_{m-1}) \in \mathbb{N}^{m-1}$, $L_{\mathcal{F}} := (l_{0,\mathcal{F}}, \ldots, l_{m-1,\mathcal{F}}) := (l_0, \ldots, l_{m-1}) \in \mathbb{N}^{m-1}$, $S_{\mathcal{F}} := (s_{0,\mathcal{F}}, \ldots, s_{m-1,\mathcal{F}}) := (s_0, \ldots, s_{m-1}) \in \mathbb{C}^{m-1}$, $h_{1,\mathcal{F}} := h_1, \ldots, h_{m,\mathcal{F},b} := h_m := h_{\mathcal{F}} : \mathbb{C}^2 \to \mathbb{C}$ non-constant polynomials with the following properties uniquely defining them:

(i) $\gcd(k_j, l_j) = 1$;

(ii) $h_{j+1} = h_j^{k_j} - s_j f_j^{l_j}$ $(j = 0, \ldots, m - 1)$;

(iii) $(h_{j+1,\mathcal{F}})^{k_j} = s_j (f_{j,\mathcal{F}})^{l_j}$ $(j = 0, \ldots, m - 1)$;

(iv) $J(f_{\mathcal{F}}, h_{m,\mathcal{F}}^+) = \ominus(f_{\mathcal{F}})^{\mu} \xi^{-u}$, where $\mu := \mu_{\mathcal{F}} = 0$ if $m = 0$ and $\mu := \mu_{\mathcal{F}} = \frac{(k_0 - 1)l_0}{k_0} + \cdots + \frac{(k_{m-1} - 1)l_{m-1}}{k_{m-1}}$ if $m > 0$.

Proof. By recursion we define the sequences $h_0, \ldots, h_j$, $l_0, \ldots, l_{j-1}$, $k_0, \ldots, k_{j-1}$ and $s_0, \ldots, s_{j-1}$ with the properties (i), (ii) and (iii). We have

$$J(f, h_j) = \ominus J(f, h_j) h_{j-1}^{k_{j-1}-1} = \cdots = \ominus J(f, h_0) h_0^{k_0-1} \cdots h_{j-1}^{k_{j-1}-1} = \ominus h_0^{k_0-1} \cdots h_{j-1}^{k_{j-1}-1}.$$

By using the chain rule and the above formula we get

$$J(f_{\mathcal{F}}, h_{j,\mathcal{F}}^+) = \ominus (h_{\mathcal{F}}) h_0^{k_0-1} \cdots (h_{j,\mathcal{F}})^{k_{j-1}-1} \xi^{-u}.$$

Define

$$\alpha_j = \alpha_{j,\mathcal{F}} := \frac{(k_0 - 1)l_0}{k_0} + \cdots + \frac{(k_{j-1} - 1)l_{j-1}}{k_{j-1}}. \quad (9)$$

(By definition, $\alpha_0 = 0$.) By using the argument of the proof of Proposition 4.1 and the two above formulæ we obtain

$$d_{\mathcal{F}} + d_{h_{j,\mathcal{F}}} \geq \alpha_j d_{\mathcal{F}} + 1 - u.$$

Moreover,

$$J(f_{\mathcal{F}}, h_{j,\mathcal{F}}^+) = \begin{cases} \ominus (f_{\mathcal{F}})^{\alpha_j} \xi^{-u} & \text{if } d_{\mathcal{F}} + d_{h_{j,\mathcal{F}}} = \alpha_j d_{\mathcal{F}} + 1 - u \smallskip \text{if } d_{\mathcal{F}} + d_{h_{j,\mathcal{F}}} > \alpha_j d_{\mathcal{F}} + 1 - u. \end{cases} \quad (10)$$

We consider the two cases of (10). Assume first

$$J(f_{\mathcal{F}}, h_{j,\mathcal{F}}^+) = 0.$$
Then it can be easily proved, that there exist \( k_j, l_j \in \mathbb{N}^* \) and \( s_j \in \mathbb{C} \) with (i) and (iii). Moreover, since \( h_j \) is a non-constant polynomial, \( s_j \neq 0 \) and \( l_j \neq 0 \) and \( k_j, l_j \) are uniquely defined. As we have seen,

\[
J(f, h_{j+1}) = \ominus h_0^{k_0} \ldots h_j^{k_j-1},
\]

showing that \( h_{j+1} \) cannot be a constant polynomial.

Assume now

\[
J(f, h_{j+1}^+ f) = \ominus (f^+)^{\alpha_j} \xi^{-u}.
\]

Then set \( m := j \), hence evidently (iv) holds.

To finish the proof we need to prove that our process will stop after finitely many steps. Choose \( \kappa \in \mathbb{N}^* \) such that \( u\kappa \in \mathbb{N} \). Define

\[
\delta_j := \kappa (d_F + d_{h_j,F} - \alpha_j d_F - 1 + u) \in \mathbb{N}.
\]

We have to prove that \( \delta_j = 0 \) for some \( j \). This follows from the monotone strictly decreasing property of \( \delta_j \), which will be proved next.

Let us prove this last property. By (iii) and (i) we have\( d_{h_{j+1},F} < k_j d_{h_j,F} = l_j d_F \).

So,

\[
\delta_{j+1} = \kappa (d_F + d_{h_{j+1},F} - \alpha_{j+1} d_F - 1 + u) = \\
\kappa (d_F + d_{h_{j+1},F} - (\alpha_j + (\frac{(k_j-1)}{k_j}) d_F - 1 + u) = \delta_j + \kappa (d_{h_{j+1},F} - \frac{(k_j-1)}{k_j} d_F - d_{h_j,F}) = \\
\delta_j + \kappa (d_{h_{j+1},F} - \frac{k_j l_j d_F}{k_j}) < \delta_j.
\]

Remark: From the above proposition we also obtain that the condition (7) automatically holds in the case \( d_F > 0 \).

**Proposition 4.3.** Set \( \mathcal{F} \in T_a^- \). Set \( h_0 = g - b \), where \( b \in \mathbb{C} \) satisfies (7).

Then there exist \( m := m_{\mathcal{F},b} \in \mathbb{N} \),

\[
K_{\mathcal{F},b} := (k_0, \ldots, k_{m-1}) \in \mathbb{N}^{m-1},
\]

\[
L_{\mathcal{F},b} := (l_0, \ldots, l_{m-1}) \in \mathbb{N}^{m-1},
\]

\[
S_{\mathcal{F},b} := (s_0, \ldots, s_{m-1}) \in \mathbb{C}^{m-1},
\]

\[
h_{1,\mathcal{F},b} := h_1, \ldots, h_{m,\mathcal{F},b} := h_m := h_{\mathcal{F},b} : \mathbb{C}^2 \to \mathbb{C} \text{ non-constant polynomials with the following properties uniquely defining them:}
\]

(i) \( \gcd(k_j, l_j) = 1 \);

(ii) \( h_{j+1} = h_j^{k_j} - s_j(f - a)^{l_j} (j = 0, \ldots, m - 1) \);
of Notation 4.1. Set introduce a useful notation.

(iv) \( J((f - a)_x^+) h_{m,F}^+ = \Theta(f_x^+) \mu \xi^{-a}, \) where \( \mu := \mu F = 0 \) if \( m = 0 \) and 
\[
\mu := \mu F = \frac{(k_0-1\mu_0}{k_0} + \cdots + \frac{(k_{m-1}-1\mu_{m-1}}{k_{m-1}} \text{ if } m > 0.
\]

It will turn out, that there exists a correspondence between the structure of \( F \) and the corresponding \( m_{F,b}, K_{F,b}, L_{F,b}, S_{F,b} \) and \( h_{F,b} \). To see this we introduce a useful notation.

**Notation 4.1.** Set \( F, G \in T_0^+ \). We introduce \( F \preceq (G \text{ if and only if }

(i) \( m := m_{F} \leq m_{G} := m^* \).

(ii) If \( K_G = (k_0, \ldots, k_{m-1}), L_G = (l_0, \ldots, l_{m-1}) \) and \( S_G = (s_0, \ldots, s_{m-1}) \), 
then \( K_F = (k_0, \ldots, k_{m-1}), L_F = (l_0, \ldots, l_{m-1}) \) and \( S_F = (s_0, \ldots, s_{m-1}) \).

Furthermore, \( F \prec G \) if and only if \( F \preceq G \) and \( m_F < m_G \).

**Notation 4.2.** Set \( F, G \in T_0^-, b \in \mathbb{C}, \) and assume \( b \in \mathbb{C} \) satisfies (7). We introduce \( (F, b) \preceq (G, b) \) if and only if 

(i) \( m := m_{F,b} \leq m_{G,b} := m^* \).

(ii) If \( K_{G,b} = (k_0, \ldots, k_{m-1}), L_{G,b} = (l_0, \ldots, l_{m-1}) \) and \( S_{G,b} = (s_0, \ldots, s_{m-1}) \), 
then \( K_{F,b} = (k_0, \ldots, k_{m-1}), L_{F,b} = (l_0, \ldots, l_{m-1}) \) and \( S_{F,b} = (s_0, \ldots, s_{m-1}) \).

Furthermore, \( (F, b) \prec (G, b) \) if and only if \( (F, b) \preceq (G, b) \) and \( m_F < m_G \).

**Proposition 4.4.** Set \( F \in T_0 \) and take \( \kappa \in \mathbb{N}^* \) be suitable such that \( \kappa \pi(F) \in \mathbb{N}^* \). Let \( h(x, y) \) be a polynomial. Assume that there exist \( k, l, k^*, l^* \in \mathbb{N}^* \) with \( \gcd(k, l) = \gcd(k^*, l^*) = 1 \) and \( s, s^* \in \mathbb{C} \setminus \{0\} \) with \( (h_F^*)^k = s(f_0^+) \) and \( (h_F^*)^{k^*} = s^*(f_x^+) \), and assume that one of the following properties holds:

(i) \( F \in T_0^+ \)

(ii) \( F' \in T_0^- \).

Then \( k = k^*, l = l^* \) and \( s = s^* \).

In particular, for any \( F \in T_0^+ \), either \( F \preceq F' \) or \( F' \preceq F \), and for any \( F, F' \in T_0^- \) and for any \( b \in \mathbb{C} \) satisfying (7), either \( (F, b) \preceq (F', b) \) or \( (F', b) \preceq (F, b) \).

**Proof.** Set \( F = F' * c \). By Statement 3.18, \( c \) is a root of \( p := p_F \). Write 
\[
p(\eta) = \sum_{j=0}^{m} a_j (\eta - c)^j, \text{ with } a_0 \neq 0, \text{ and } \alpha > 0.
\]
Set $q = p_{h,\mathcal{F}}$. By the assumptions of our statement,

$$q^{k^*}(\eta) = s^* p^{l^*}(\eta) = s^* \left( \sum_{j=0}^{m} a_j (\eta - c)^j \right)^{l^*},$$

hence $q(\eta) = \sum_{j=0}^{M} A_j (\eta - c)^j$, where $\beta = \frac{k^*}{k} \alpha$ and $A_\beta = \sqrt{s^* a_\alpha^*}$ for a suitable choice of $\sqrt{s^* a_\alpha^*}$.

We state that $\deg(p_{\mathcal{F},h}) = \text{mult}(q, c_n)$. Assume first $\mathcal{F} \in T_a^+$. From Statement 3.9 we have

$$p_{\mathcal{F}}(\eta) = \sum_{j=0}^{\alpha} b_j \eta^j,$$

where $b_\alpha = a_\alpha$.

From our assumption, and by Statements 3.9 and 3.11,

$$\frac{\deg(p_{\mathcal{F}})}{\kappa d_{\mathcal{F}}} = \frac{\deg(p_{\mathcal{F}})}{\kappa d_{h,\mathcal{F}}} \leq \frac{\text{mult}(q, c)}{\kappa d_{h,\mathcal{F}'} - \text{mult}(q, c_n)} = \frac{\text{mult}(p, c)}{\kappa d_{\mathcal{F}'} - \text{mult}(p, c_n)} = \frac{\deg(p_{\mathcal{F}})}{\kappa d_{\mathcal{F}}}.$$

Therefore, by Statement 3.11, $\deg(p_{h,\mathcal{F}}) = \text{mult}(q, c)$.

Assume now $\mathcal{F}' \in T_a^-$, and assume indirectly $\deg(p_{h,\mathcal{F}}) \neq \text{mult}(q, c_n)$. Then

$$\frac{\kappa d_{h,\mathcal{F}'} - \text{mult}(q, c_n)}{\kappa d_{h,\mathcal{F}}} = \frac{\kappa d_{\mathcal{F}'} - \text{mult}(p, c_n)}{\kappa d_{\mathcal{F}}} = \frac{\kappa d_{h,\mathcal{F}'} - \text{mult}(q, c_n)}{\text{mult}(q, c_n)}.$$

From Statement 3.11, there exist $\lambda \in [0, 1]$ with

$$\kappa d_{h,\mathcal{F}'} = \kappa d_{h,\mathcal{F}} + \lambda \text{mult}(q, c_n) + (1 - \lambda) \deg(p_{h,\mathcal{F}}).$$

By using the two above formulae, we obtain

$$(\text{mult}(q, c_n) - \deg(p_{h,\mathcal{F}})) \kappa d_{h,\mathcal{F}} = (\lambda - 1) \deg(p_{h,\mathcal{F}})(\text{mult}(q, c_n) - \deg(p_{h,\mathcal{F}})).$$

Our indirect assumption says $\text{mult}(q, c_n) - \deg(p_{h,\mathcal{F}}) \neq 0$, so we obtain $\kappa d_{h,\mathcal{F}} = (\lambda - 1) \deg(p_{h,\mathcal{F}})$, hence $\kappa d_{\mathcal{F}} = (\lambda - 1) \deg(p_{\mathcal{F}})$, which gives $\kappa d_{\mathcal{F}} \geq - \deg(p_{\mathcal{F}})$. Therefore, by Statement 3.9, $d_{\mathcal{F}} \geq 0$, which is a contradiction.

From Statement 3.11 both in the case $\mathcal{F} \in T_a^+$ and $\mathcal{F}' \in T_a^-$, $p_{h,\mathcal{F}}(\eta) = \sum_{j=0}^{\beta} B_j(\eta)^j$, where $B_\beta = A_\beta$. Since $p_{h,\mathcal{F}} = sp_{\mathcal{F}}$, we have $k_\beta = l_\alpha$. By using $\gcd(k, l) = \gcd(k^*, l^*) = 1$ and $s^* \in C^*$ with $h_{(0,x)}^k = s(f_{(0,x)}^k)^{l^*}$ and $h_{(0,y)}^{k^*} = s^*(f_{(0,y)}^{k^*})^{l^*}$. Then $k = k^*$, $l = l^*$ and $s = s^*$.

In particular, either $(0, x) \preceq (0, y)$ or $(0, y) \preceq (0, x)$. 

**Proposition 4.5.** Let $h$ be a polynomial. Assume that there exist $k, l, k^*, l^* \in \mathbb{N}^*$ with $\gcd(k, l) = \gcd(k^*, l^*) = 1$ and $s, s^* \in C^*$ with $h_{(0,x)}^k = s(f_{(0,x)}^k)^{l^*}$ and $h_{(0,y)}^{k^*} = s^*(f_{(0,y)}^{k^*})^{l^*}$. Then $k = k^*$, $l = l^*$ and $s = s^*$.

In particular, either $(0, x) \preceq (0, y)$ or $(0, y) \preceq (0, x)$. 
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Proof. By our assumption we have $\frac{L}{K}(k_f, l_f) \in N_h$ and $\frac{L}{K'}(k_f, l_f) \in N_h$. Moreover, if $(i, j) \in N_h$, then $i \leq \frac{L}{K} k_f$ and $j \leq \frac{L'}{K'} l_f$ showing $\frac{L}{K} = \frac{L'}{K'}$. The remaining part follows from Statement 3.12. □

Proposition 4.6. Set $F = T_{a}^{+} \cup T_{a}^{-}$. Assume $b \in \mathbb{C}$ satisfies (7). Set $h = h_{F, b}$. Set $p = p_F$, $q = p_{h, F}$, $\mu = \mu_F$ $k = d_F$, $l = d_{h, F, b}$. Then (10) gives

$$kpq' - lp'q = \Theta p''.$$  

(11)

In particular, (11) has the following consequences regarding the multiplicities of the roots of $p$ and $q$. Let $c^*$ be a root of $p_F$. Then either

$$\text{mult}(p, c^*) + \text{mult}(q, c^*) - 1 < \mu_F \text{mult}(p, c^*),$$  

(12)

and in this case

$$\frac{\text{mult}(p, c^*)}{\text{mult}(q, c^*)} = \frac{d_F}{d_{h, F}},$$  

(13)

or

$$\text{mult}(p, c^*) + \text{mult}(q, c^*) - 1 = \mu_F \text{mult}(p, c^*).$$  

(14)

Moreover, if (14) holds, then (13) is not true.

Similarly the degrees of the polynomials $p$ and $q$ satisfy either

$$\deg p + \deg q - 1 > \mu_F \deg p,$$  

(15)

and in this case

$$\frac{\deg p}{\deg q} = \frac{d_F}{d_{h, F}},$$  

(16)

or

$$\deg p + \deg q - 1 = \mu_F \deg p.$$  

(17)

Moreover, if (17) holds, then (16) is not true.

5 The poles of $g$

The non-constant meromorphic function $g : \overline{R}_a \to \mathbb{C} \cup \{\infty\}$ takes at some points the value $\infty$, or, in another language it has poles. As we have established, these points are elements of $\overline{R}_a \setminus R_a$. Hence, it is natural to ask, how can we describe the set of $g$-poles from the properties of $T_a$.

Proposition 5.1. Set $P \in \overline{R}_a \setminus R_a$. Then there exists $u \in \mathbb{Q}^+$ with the following properties:

(i) For $F = I_F(u)$, $m_F = 0$.  
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(ii) For any \( u^* \in \mathbb{Q} \) with \( u^* < u \) and for \( \mathcal{G} := I_p(u^*) \), \( m_\mathcal{G} \neq 0 \).

(iii) For any \( u^* \) with \( u^* \geq u \) and for \( \mathcal{G} = I_p(u^*) \), \( m_\mathcal{G} = 0 \).

**Proof.** Define \( \mathcal{F}_v := I_p(v) \) for any \( v \in \mathbb{Q} \). From Statements 3.10, 3.11 and 3.18, we obtain that \( \rho(v) := d_{\mathcal{F}_v} + d_{g, \mathcal{F}_v} + v - 1 \) is monotone decreasing and continuous, and except of finitely many rational points, \( \rho \) is locally linear. Moreover, from Proposition 4.1, we have \( \rho(v) \geq 0 \). This shows, that if \( \rho \) has a zero, then it has a minimal rational zero point, and if \( \rho(v) = 0 \), then, for any \( w \in \mathbb{Q}^+ \), \( \rho(v + w) = 0 \). By Proposition 8, \( \rho(v) = 0 \) if and only if \( m_{\mathcal{F}_v} = 0 \).

Our only task is to prove that \( \rho \) takes the value 0. Assume indirectly that for any \( v \in \mathbb{Q}^+ \), \( \rho(v) \neq 0 \). Then from Proposition 8 we obtain \( m_{\mathcal{F}_v} > 0 \). From Proposition 4.2, \( g_{\mathcal{F}_v}^+ = \Theta(f_{\mathcal{F}_v}^+) \), so by Statement 3.18, \( \deg(p_{\mathcal{F}_v}) \), \( \deg(p_{g, \mathcal{F}_v}) \geq 1 \). This however gives that for any \( w \in \mathbb{Q}^+ \), \( \rho(v + w) \leq \rho(v) - w \), so if \( w \) is large enough, then \( \rho(v + w) < 0 \), which is a contradiction.

**Proposition 5.2.** There exists \( \mathcal{F} \in T_a^+ \) with \( m_{\mathcal{F}} = 0 \).

**Proof.** Assume indirectly that \( m_{\mathcal{F}} > 0 \) for each \( \mathcal{F} \in T_a^+ \). Then by Propositions 4.2, 4.4 and 4.5, there exist \( k, l \in \mathbb{N}^* \) with \( (g_{\mathcal{F}}^+)^k = \Theta(f_{\mathcal{F}}^+) \) for each \( \mathcal{F} \in T_a^+ \). Consequently, \( kd_{g, \mathcal{F}} = ld_{\mathcal{F}} \). By Statement 3.9 this gives \( d_{\mathcal{F}} > 0 \) if and only if \( d_{g, \mathcal{F}} > 0 \). By Statement 3.15 we obtain that \( g \) has no pole on \( \overline{R_a} \), so \( g \) is a constant meromorphic function on \( \overline{R_a} \), which contradicts the inverse function’s theorem.

**Notation 5.1.** Set \( P \in \overline{R_a} \setminus R_a \). Assume \( u \in \mathbb{Q}^+ \) satisfies (i), (ii) and (iii) of Proposition 5.1. Define \( \mathcal{F}_p := I_p(u) \).

**Statement 5.1.** Set \( P \in \overline{R_a} \setminus R_a, \mathcal{F} := \mathcal{F}_p \). Then \( d_{g, \mathcal{F}} > 0 \) if and only if \( d_{\mathcal{F}} > 0 \).

**Proof.** Set \( \mathcal{F} := I_p(u) \). Assume first \( d_{\mathcal{F}} > 0 \). Then for any \( v \in \mathbb{Q} \) with \( v < u \) for \( \mathcal{G} := I_p(v) \) we have \( d_{\mathcal{G}} > 0 \), \( m_\mathcal{G} > 0 \), so, from Proposition 4.2, there exist \( k, l \in \mathbb{N}^* \) with \( \gcd(k, l) = 1 \) and with \( (g_{\mathcal{G}}^+)^k = \Theta(f_{\mathcal{G}}^+) \). By Proposition 4.4 we have that \( k, l \) don’t depend on the choice of \( v \). Therefore \( \frac{d_{g, \mathcal{G}}}{d_{\mathcal{G}}} = \frac{k}{l} \) is a constant function of \( v \). From (ii) of Proposition 3.10, we obtain \( \frac{d_{g, \mathcal{G}}}{d_{\mathcal{G}}} = \frac{k}{l} \), showing \( d_{\mathcal{F}} > 0 \).

Assume \( d_{\mathcal{F}} \leq 0 \). Set \( v \in \mathbb{Q}^+, v \leq u \) such that for \( \mathcal{G} = I_p(v), d_{\mathcal{G}} = 0 \). Then, for any \( w \in \mathbb{Q} \) with \( w < v \) for \( \mathcal{H} := I_p(w) \), we have \( d_{\mathcal{H}} > 0 \) and \( m_{\mathcal{H}} > 0 \). In the same way as above, we obtain that \( \frac{d_{g, \mathcal{H}}}{d_{\mathcal{H}}} = \frac{k}{l} \) is a constant function, so as above, \( d_{g, \mathcal{G}} = 0 \). By (i) of Statement 3.10, \( d_{g, \mathcal{F}} \leq 0 \). \( \square \)
Notation 5.2. Define
\[ T_{a, \text{pole}} := \{ F^p : P \in \mathcal{R}_a \setminus \mathcal{R}_a \} \cap T_a^+ . \]

Proposition 5.3. Set \( \mathcal{F} \in T_{a, \text{pole}}, \mathcal{F} := I_P(u) \). Then

(i) \( \mathcal{F} \neq (0, x) \) and \( \mathcal{F} \neq (0, y) . \)

(ii) \( d_{g, \mathcal{F}} > 0 \). Moreover, \( d_{g, \mathcal{F}} = \frac{k_f}{k_g} d_{\mathcal{F}} . \)

(iii) \( k p_{\mathcal{F}} p_{g, \mathcal{F}} - l p_{\mathcal{F}} p_{g, \mathcal{F}} = \emptyset \), where \( k = k_f, l = k_g \).

(iv) \( \mathcal{F} \in V_a . \)

(v) For any \( c \in \mathbb{C} \), \( \operatorname{mult}(p_{\mathcal{F}}, c) \leq 1 \) and \( \operatorname{mult}(p_{g, \mathcal{F}}, c) \leq 1 . \)

(vi) For any \( c \in \mathbb{C} \), \( \operatorname{mult}(p_{g, \mathcal{F}}) \cdot \operatorname{mult}(p_{\mathcal{F}}, c) = 0 . \)

(vii) \( \deg(p_{\mathcal{F}}) \deg(p_{g, \mathcal{F}}) = d_{\mathcal{F}} d_{g, \mathcal{F}} . \)

(viii) For any \( v \in \mathbb{Q}^+ \), \( v \leq u \) and for \( \mathcal{G} = I_P(v) \), \( d_{g, \mathcal{G}} = \frac{k_f}{k_g} d_{\mathcal{G}} . \)

(ix) \( I_P([u, \infty]) \cap V_a = \emptyset . \)

Proof. If \( \mathcal{F} = (0, x) \) or \( \mathcal{F} = (0, y) \), then by the definition (and from the fact that both \( x \) and \( y \) degrees of \( f \) and \( g \) are positive), by (8) we have \( J(f^+, g^+) = 0 \), showing (i).

Now we prove (ii). Set \( \mathcal{F} = I_P(u) \). From the definition, for any \( v \in \mathbb{Q}^+ \) with \( v < u \) and \( \mathcal{G} = I_P(v) \) we have \( (g^+_{\mathcal{G}})^k = \emptyset (f^+_{\mathcal{G}})^l \) with \( k, l \in \mathbb{N}^* \) and \( \gcd(k, l) = 1 \). From Proposition 4.4 we have that \( k \) and \( l \) are independent of the choice of \( v \), hence \( \frac{k}{l} = \frac{k_f}{k_g} . \) Therefore \( d_{g, \mathcal{G}} = \frac{k_f}{k_g} d_{\mathcal{G}} . \) From (ii) of Statement 3.10 this gives (ii).

From Proposition 4.6 and from (iv) from Proposition 4.2, we have \( k p_{\mathcal{F}} - l p' q = \emptyset \), where \( p = p_{\mathcal{F}} \) and \( q = p_{g, \mathcal{F}} \), which is exactly (iii).

From (iii), for any \( c \in \mathbb{C} \) one has \( \operatorname{mult}(p, c) \leq 1 \) (which is (v)), and \( \operatorname{mult}(p, c) \cdot \operatorname{mult}(q, c) = 0 \). By Statement 3.11, this gives that for any \( \nu \in \mathbb{N}^* \) and for any \( \mathcal{G} \in T_a \) with \( \mathcal{G}^{(\nu)} = \mathcal{F} \), \( \deg(p_{\mathcal{G}}) \leq 1 \), \( \deg(p_{g, \mathcal{G}}) = 0 \) and \( d_{g, \mathcal{G}} \geq d_{g, \mathcal{F}} . \) By Statement 3.9, \( \deg(p_{\mathcal{G}}) > 0 \), so \( \deg(p_{\mathcal{G}}) = 1 \). Moreover, by the definition, \( d_{g, \mathcal{G}} \leq d_{g, \mathcal{F}} \), so \( d_{g, \mathcal{G}} = d_{g, \mathcal{F}} . \)

Let us prove (iv). By Statement 3.16, we have to prove, that \( p_{\mathcal{F}} \) has more than one root. Otherwise, by (iii), \( p_{\mathcal{F}} \) would be linear, and \( \frac{k_f}{k_g} \in \mathbb{N} \), contradicting Statement 2.1. □
Proposition 5.4. Set $\mathcal{F} \in T_{a,pole}$. Set $p := p_\mathcal{F}$, $q := p_{g,\mathcal{F}}$. Assume $\nu_\mathcal{F} := \nu \neq 1$. Then one of the following statements hold

(i) $p(\eta) = p^*(\eta^\nu)$ and $q(\eta) = \eta q^*(\eta^\nu)$ for some polynomials $p^*$ and $q^*$.

(ii) $p(\eta) = \eta p^*(\eta^\nu)$ and $q(\eta) = q^*(\eta^\nu)$ for some polynomials $p^*$ and $q^*$.

Proof. From (iv) of Proposition 5.3 and from Statement 3.16, we have $p(\eta) = \eta^k p^*(\eta^\nu)$. By (v) of Proposition 5.3, either $k = 0$, or $k = 1$. By (ii), the $k = 0$ case gives (i), the $k = 1$ case gives (ii). □

Notation 5.3. Set $\mathcal{F} \in T_{a,pole}$. The following data is called the multiplicity data:

(i) The type of $(f, g)$, $(\alpha, \beta)$;

(ii) $(D_{g,\mathcal{F}}, D_\mathcal{F})$;

(iii) $\nu_\mathcal{F}$;

(iv) $(\deg(p_\mathcal{F}), \deg(p_{g,\mathcal{F}}))$.

Statement 5.2. The multiplicity data satisfies the following properties:

(i) $\frac{\deg(p_\mathcal{F})}{\deg(p_{g,\mathcal{F}})} = \frac{D_\mathcal{F}}{D_{g,\mathcal{F}}} = \frac{\alpha}{\beta}$.

(ii) Either $\nu_\mathcal{F} | \alpha$, $\nu_\mathcal{F} | \deg(p_{g,\mathcal{F}}) - 1$ or $\nu_\mathcal{F} | \beta$, $\nu_\mathcal{F} | \deg(p_\mathcal{F}) - 1$.

Proof. (i) follows from (ii) and (vii) of Proposition 5.3.

By Proposition 5.4, either $\nu_\mathcal{F} | \deg(p_\mathcal{F})$ and $\nu_\mathcal{F} | \deg(p_{g,\mathcal{F}}) - 1$, or $\nu_\mathcal{F} | \deg p_{g,\mathcal{F}}$ and $\nu_\mathcal{F} | \deg(p_\mathcal{F}) - 1$. In the first case, by Proposition 5.3 one has

$$\nu_\mathcal{F} | \deg(p_\mathcal{F}) = \alpha \frac{\deg(p_{g,\mathcal{F}})}{\beta}.$$ 

Since $\gcd(\deg(p_{g,\mathcal{F}}), \nu_\mathcal{F}) = 1$, we have $\nu_\mathcal{F} | \alpha$. In the second case the same type of calculation works. □

We have the next formula for the order of the poles of $g$ on $R_a$.

Proposition 5.5. Set $P \in \overline{R_a} \setminus R_a$. Then $g(P) = \infty$ if and only if there exists $u \in \mathbb{Q}^+$ such that $\mathcal{F} := I_P(u) \in T_{a,pole}$.

Let $\kappa \in \mathbb{N}^*$ be suitable, and assume that for $c \in \mathbb{C}$, $\mathcal{F} * c = I_P(u + \frac{1}{\kappa})$. Then the order of the pole at $P$ is obtained by the following formula

$$\Lambda(P) = \begin{cases} \frac{D_{g,\mathcal{F}}}{\nu_\mathcal{F}} & \text{if } c = 0 \\ \frac{D_{g,\mathcal{F}}}{\nu_\mathcal{F}} & \text{if } c \neq 0 \end{cases}$$ (18)

26
Proof. From Statements 3.15 and 5.1 we obtain that \( g(P) = \infty \) if and only if \( \mathcal{F}_P \in T_{a,pole} \), which is equivalent with the existence of \( u \) with \( I_P(u) \in T_{a,pole} \).

Assume that the Puiseux characteristics of \( P \) is \((\kappa, \beta_1, \ldots, \beta_m)\). Let \( v \) be the maximal element of \( V_{1,a} \cap I_P([0,u]) \). Then there are two cases:

(i) \( v < u \).

(ii) \( v = u \).

In the case (i), using (ix) of Proposition 5.3, for any \( Q \in \overline{R_a} \setminus R_a \), with \( I_Q(v) = I_P(v) \), the Puiseux characteristics of \( Q \) is \((\kappa, \beta_1, \ldots, \beta_m, u)\). Therefore \( \nu_F = 1 \) and from Statement 3.15, \( D_{g,F} = \kappa d_F = \Lambda(P) \), so, in this case we obtain (18).

Consider the case (ii). Assume first \( c \neq 0 \). Then \( u = \alpha_m \), hence by Statement 18 one gets \( \Lambda(P) = \kappa d_F = D_F \).

Assume \( c = 0 \). Then \( \alpha_m < u \). Moreover, for any \( Q \in \overline{R_a} \setminus (R_a \cup \{P\}) \), with \( I_Q(u) = F \), the Puiseux characteristics of \( Q \) is \((\nu_F \kappa, \beta_1, \ldots, \beta_m, u)\). In this case \( \Lambda(P) = \kappa d_{g,F} = \frac{D_F}{\nu_F} \). □

Proposition 5.6. Set \( \mathcal{F} \in T_{a,pole} \) and \( u = \pi(F) \). Then

\[
\Lambda(F) := \frac{D_{g,F} \deg(p_F)}{\nu_F} = \sum_{P \in \overline{R_a} \setminus R_a: \mathcal{F} \in I_P(u)} \Lambda(P). \tag{19}
\]

Proof. Let \( \kappa \in \mathbb{N}^* \) be suitable. Let \( c \) be a root of \( p_F \). If \( c = 0 \), then \( \mathcal{F} * c \) is defined. If \( c \neq 0 \), then for any \( \nu_F \)-th root of unity, \( \varepsilon, \varepsilon^c \) is a root of \( p_F \), and there is a unique \( \varepsilon \) such that \( \mathcal{F} * \varepsilon^c \) is defined. Therefore (18) implies (19). □

Proposition 5.7. Assume that the type of the normalized counterexample \((f, g)\) is \((\alpha, \beta)\). Set \( \mathcal{F} \in T_{a,pole} \). Then \( \Lambda(F) \geq \beta \).

Proof. From (ii) of Statement 5.2 we obtain, that at least one of these two possibilities must hold:

(i) \( \nu_F | \alpha \)

(ii) \( \nu_F | \beta \)

If (i) holds, then

\[
\Lambda(F) = \frac{D_{g,F} \deg(p_F)}{\nu_F} \geq \frac{D_{g,F} \deg(p_F)}{\alpha} \geq \beta.
\]
If (ii) holds, then $\nu_F < \deg(p_F)$, so

$$\Lambda(F) = \frac{D_{g,F} \deg(p_F)}{\nu_F} > D_{g,F} \geq \beta.$$ 

\[\square\]

**Definition 5.1.** Let $f^*, g^* : \mathbb{C}^2 \to \mathbb{C}$ be polynomials. The number of the preimages $(f^*, g^*)^{-1}(x, y)$ for generic $(x, y) \in \mathbb{C}^2$ is called the topological degree of $(f^*, g^*)$. It is denoted by $\mathrm{td}(f^*, g^*)$.

**Proposition 5.8.** For any $a \in \mathbb{C}$ we have

$$\mathrm{td}(f, g) = \sum_{F \in T_a, \mathrm{pole}} D_{g,F} \frac{\deg(p_F)}{\nu_F}. \quad (20)$$

6 The tree structure

The ordering of $[0, \infty]$ defines a natural ordering on the Eggers–Wall tree. Recall that in Notation 4.1 we introduced another ordering, which will be rather usefull. In this section we investigate the properties of this ordering.

**Proposition 6.1.** Set $F \in T_a^+ \cup T_a^-$, $u := \pi(F)$. Then $d_F \neq (1 - u) \deg(p_F)$.

**Proof.** Assume indirectly that $d_F = (1 - u) \deg(p_F)$. We use the notations of Proposition 4.2 and Notation ?? with the simplification $h := h_F$, $p := p_F$, $q := p_{h,F}$. From (iv) of Proposition 4.2 we have $d_{h,F} = 1 - u + (\mu_F - 1)d_F$. Therefore,

$$\frac{\deg(q)}{\deg(p)} = \frac{d_{h,F}}{d_F} \Rightarrow \frac{\deg(q)}{\deg(p)} = \frac{(\mu_F - 1 + \frac{\deg(p)}{\deg(p)})d_F}{d_F} \Rightarrow \deg(q) = (\mu_F - 1) \deg(p) + 1$$

and this contradicts the last statement of Proposition 4.6. \[\square\]

As a simple corollary we obtain the following result.

**Theorem 6.1.** $l_f < k_f$.

**Proof.** Property (iii) of Lemma 2.1 says $l_f \leq k_f$. Moreover, $k_f = d_{(0,x)}$ and $l_f = \deg(p_{(0,x)})$, so $k_f \neq l_f$, by Proposition 6.1. \[\square\]

Set $F \in T_a^+$. We want to know whether or not exists $P \in \overline{R_a} \setminus R_a$ such that $F \in I_P(Q^+)$ and $g(P) = \infty$. It will turn out, that the following notation leads to the answer of this question.
Notation 6.1. Define

\[ T_a' := \{ F \in T_a^+ : d_F > (1 - \pi(F)) \deg(p_F) \} \]

\[ T_a \downarrow := \{ F \in T_a^+ : d_F < (1 - \pi(F)) \deg(p_F) \} \].

Statement 6.1. For any \( F \in T_a^+ \), either \( F \in T_a \downarrow \) or \( F \in T_a' \).

Proof. The Statement follows from Proposition 6.1. \( \square \)

Statement 6.2. Set \( F, G \in V_a \cap T_a^+ \). Assume \( F = G + c \) for some \( c \in \mathbb{C} \). In particular, if \( H = G + c^* \) for some \( c^* \in \mathbb{C} \) and \( \text{mult}(p_G, c^*) \geq \text{mult}(p_G, c) \), and \( F \in T_a^+ \), then \( H \in T_a^\downarrow \).

Proof. From Statement 3.17 one has

\[ d_F - (1 - \pi(F)) \deg(p_F) = d_G - (\pi(F) - \pi(G)) \deg(p_F) - (1 - \pi(F)) \deg(p_F) = d_G - (1 - \pi(G)) \deg(p_F) = d_G - (1 - \pi(G)) \text{mult}(p_G, c) \]

Therefore \( d_F < (1 - \pi(F)) \deg(p_F) \) if and only if \( d_G < (1 - \pi(G)) \text{mult}(p_G, c) \). \( \square \)

Proposition 6.2. Let \( \kappa \in \mathbb{N}^* \) be suitable, \( F \in T_a \), and \( b \in \mathbb{C} \) satisfying (7). Let \( h = h_{F,b} \), \( p := p_F \), \( q := p_{h,F} \) and \( c \) be a root of \( p \) such that \( G := F + c \) exists. Assume \( \pi(G) \neq 1 \) and \( \deg(p_G) > \frac{d_G}{1 - \pi(G)} > 0 \), and assume that one of the following conditions hold:

(i) \( G \in T_a^- \);

(ii) \( F \in T_a^+ \).

Then (14) holds, and \( (G, b) \preceq (F, b) \).

Proof. Set \( m := m_{F,b} \) and \( m^* = m_{G,b} \). The second part of our statement is equivalent with \( m^* \leq m \). Set \( j < m^* \), and \( j \leq m \). Our task is to prove \( j < m \). From Proposition 4.4, \( h_{j,F,b} = h_{j,G,b} \) (cf. Proposition 4.2).

From Proposition 4.2

\[ \frac{\deg(p_G)}{d_G} = \frac{\deg(p_{h,G})}{d_{h,G}}. \]
From the above formula, from Statements 3.9, 3.11 and from (10) we obtain

\[ d_F + d_{h_j, F} \geq d_G + \frac{\deg(p_G)}{\kappa} + d_{h, G} + \frac{\deg(p_{h, G})}{\kappa} \geq \frac{d_F}{d_G} (d_G + d_{h_j, G}) > \]

\[ \alpha_j d_F + (1 - \pi(G)) = \alpha_j d_F + \frac{d_F}{d_G} (1 - \pi(G)) = \]

\[ \alpha_j d_F + 1 - \pi(G) + \frac{\deg(p_G)}{\kappa} (1 - \pi(G)) = \alpha_j d_F + 1 - \pi(F), \]

so \( j < m \) by (10).

The only remaining part is that (14) holds. Suppose indirectly that (13) and (12) hold. Then, from our assumptions,

\[ \frac{d_F}{d_G} (1 - \pi(G)) = \frac{d_G + \deg(p_G)}{d_G} (1 - \pi(G)) > 1 - \pi(G) + 1. \]

From (10) we have

\[ 1 - \pi(F) = 1 - \pi(G) + \frac{1}{\kappa} = (1 - \mu)d_F + d_{h_m, F}, \]

hence

\[ \frac{d_G}{d_F} (1 - \mu)d_F + d_{h_m, F} < (1 - \mu)d_F + d_{h_m, F} - \frac{1}{\kappa}. \]

From (13) we obtain

\[ (1 - \mu)d_G + d_{h_m, G} < (1 - \mu)d_F + d_{h_m, F} - \frac{1}{\kappa}, \]

hence

\[ 0 < (1 - \mu)\text{mult}(p, c) + \text{mult}(q, c) - 1, \]

contradicting (12).

\[ \square \]

**Proposition 6.3.** Let \( \kappa \in \mathbb{N}^* \) be suitable. Set \( F \in T_a^+ \). Set \( h = h_F \). Set \( p = p_F, q = p_{h, F} \). Assume that \( G := F \ast c \) exists for some \( c \in \mathbb{C} \).

Assume \( G \in T_a^\prime \). Then \( F \leq G \). Moreover if (12) also holds, then \( F < G \).

Assume \( G \in T_a^\prime \). Then (14) holds, and \( G \leq F \).

**Proof.** The statements corresponding to \( G \in T_a^\prime \) follows from Proposition 6.2.

Assume \( G \in T_a^\prime \). We use the notations of Proposition 4.2. Set \( j < m_F := m \) and \( j \leq m_G := m^* \). We first prove that \( j < m_G \).

By Proposition 4.4 we have \( \alpha_i, F = \alpha_i, G = \alpha_i, h_i, F = h_i, F = k_i, F = k_i, G = k_i, F = k_i, G = k_i, F = l_i, F = l_i, G = l_i \) for any \( 0 \leq i \leq j \). By Proposition 4.2,

\[ \frac{\text{mult}(p_F, c)}{d_F} = \frac{\text{mult}(p_{h_j, F}, c)}{d_{h_j, F}}. \]
Since $\kappa$ is not necessarily suitable for the Puiseux series $h_j = 0$, so for $d_G$ we may use Statement 3.9, but for $d_{h_j}G$ we need Statement 3.11. By using the above formula and the two statements we obtain

$$d_{h_j}G \geq d_{h_j}F - \frac{\text{mult}(p_{h_j,F},c)}{\kappa} = d_{h_j}F \left( d_F - \frac{\text{mult}(p_F, c)}{\kappa} \right) = \frac{d_{h_j}F}{d_F} d_G. $$

The above formula and (10) gives

$$d_G + d_{h_j}G \geq \frac{d_G}{d_F} \left( d_F + d_{h_j}F \right) > \frac{d_G}{d_F} \left( \alpha_j d_F + 1 - \pi(F) \right) =

\alpha_j d_G + \frac{d_G}{d_F} \left( 1 - \pi(F) \right) \geq \alpha_j d_G + 1 - \pi(F) - \frac{1}{\kappa} = \alpha_j d_G + 1 - \pi(G),$$

and by (10) this is equivalent to $j < m_G$. By Proposition 4.4, the implication $j < m_F \Rightarrow j < m_G$ is equivalent with $F \preceq G$.

Assume now (12) holds. Suppose indirectly that $m = m^*$. By Proposition 4.2, Statement 3.11 and (13), by a similar way as above, we obtain

$$\mu d_G + 1 - \pi(G) = d_G + d_{h_m}G \geq d_F - \frac{\text{mult}(p_m,F)}{\kappa} + d_{h_m}F - \frac{\text{mult}(p_{h_m}F,F)}{\kappa} =

d_F \left( 1 - \frac{\text{mult}(p_{h_m}F,F)}{\text{mult}(p_m,F)} \right) + d_{h_m}F \left( 1 - \frac{\text{mult}(p_{h_m}F,F)}{\text{mult}(p_m,F)} \right) = (d_F + d_{h_m}F) \frac{d_F}{d_F} = (\mu d_F + 1 - \pi(F)) \frac{d_F}{d_F} =

\mu d_G + 1 - \pi(F) - \left( \frac{1 - \pi(F)}{\text{mult}(p_{h_m}F,F)} \right) \geq \mu d_G + 1 - \pi(F) - \frac{1}{\kappa} = \mu d_G + 1 - \pi(G),$$

which is a contradiction. \hfill \Box

**Proposition 6.4.** Set $F \in T_a^+$ and $h := h_F$. Then $F \in T_a^-$ if and only if $\deg(p_{h,F}) \leq \frac{d_{h,F}}{d_F} \deg(p_F)$.

Moreover, if $\deg(p_{h,F}) = \frac{d_{h,F}}{d_F} \deg(p_F)$, then $F < F'$ for any suitable $\kappa \in \mathbb{N}^*$.

**Proof.** Set $p = p_F$, $q = p_{h,F}$, $\mu = \mu_F$. From Proposition 4.6, one has $d_{\mu,F}p'q - d_{h,F}p'q = cp^\mu$. Moreover, $\deg(p_{h,F}) \leq \frac{d_{h,F}}{d_F} \deg(p_F)$ is equivalent with

$$(*) \quad \deg(p) + \frac{d_{h,F}}{d_F} \deg(p) - 1 > \mu \deg(p).$$

From Proposition 4.2 and (10) we have $d_F + d_{h,F} = \mu d_F + 1 - \pi(F)$. Using this, we obtain, that $(*)$ is equivalent with

$$(**) \quad \deg(p) + \frac{(\mu - 1)d_F + 1 - \pi(F)}{d_F} \deg(p) - 1 > \mu \deg(p).$$
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Elementary calculation shows, that (**) is equivalent with
\[
\frac{(1 - \pi(F)) \deg(p)}{d_F} > 1,
\]
which is evidently equivalent with \( F \in T_a \). 

Assume now that \( \deg(p_{h,F}) = \frac{d_{h,F}}{d_F} \deg(p_F) \).

By using Statement 3.11, our assumption, Statement 3.9, our assumption again, (10), and that \( F \in T_a \), in the next line of arguments we obtain
\[
d_{F'} + d_{h,F'} \geq d_F + \frac{\deg(p_F)}{\kappa} + d_{h,F} + \frac{\deg(p_{h,F})}{\kappa} = (d_F + d_{h,F})(1 + \frac{\deg(p_F)}{\kappa d_F}) =
\]
\[
(d_F + d_{h,F}) \frac{d_{F'}}{d_F} = (\alpha_m d_F + \pi(F)) \frac{d_{F'}}{d_F} = \alpha_m d_{F'} + 1 - \pi(F) + \frac{(1 - \pi(F))\deg(p_F)}{\kappa d_F} >
\]
\[
\alpha_m d_{F'} + 1 - \pi(F) + \frac{1}{\kappa} = \alpha_m d_{F'} + 1 - \pi(F').
\]

This shows \( J(f_{F'}^+, h_{F'}^+) = 0 \), so \( F < F' \). \( \square \)

**Corollary 6.1.** Set \( F \in T_a \cap (V_a) \). Then \( \deg(p_{h,F}) = \frac{d_{h,F}}{d_F} \deg(p_F) \), therefore \( F < F' \) for any suitable \( \kappa \in \mathbb{N}^* \).

**Proof.** Simplify the notations by \( p := p_F \), \( q := p_{h,F} \), \( \mu := \mu_F \). By Proposition 6.4 we only have to prove that \( \deg(q) = \frac{d_{h,F}}{d_F} \deg(p) \). Assume indirectly \( \deg(q) \neq \frac{d_{h,F}}{d_F} \deg(p) \). Then from Proposition 4.6, one has
\[
\deg(q) = (\mu - 1) \deg(p) + 1.
\]
From Proposition 6.7 we have that for any root of \( p \), say \( c \) one has \( \text{mult}(q, c) = (\mu - 1)\text{mult}(p, c) + 1 \). Therefore,
\[
(\mu - 1) \deg(p) + 1 = \deg(q) \geq \sum_{c : p(c) = 0} ((\mu - 1)\text{mult}(p, c) + 1) = (\mu - 1) \deg p + k,
\]
where \( k \) is the number of the different roots of \( p \). By the above inequality, \( k = 1 \), so \( F \notin V_a \). \( \square \)

By Proposition 6.4 we can prove a statement similar to Proposition 6.3.

**Proposition 6.5.** \( (0, y) \preceq (0, x) \).

**Proof.** Set \( h = h_{(0,x)} \). By Proposition 6.4 one has \( \deg(p_{h,(0,x)}) > \frac{d_{h,(0,x)}}{d_{(0,x)}} \deg(p_{(0,x)}) \). By Statement 3.12, \( \deg(p_{h,(0,x)}) \leq d_{h,(0,y)} \), \( d_{h,(0,x)} \geq \deg(p_{h,(0,y)}) \) \( d_{(0,x)} = \deg(p_{(0,y)}) \) and \( \deg(p_{(0,x)}) = d_{(0,y)} \). By using these formulae for our inequality we obtain
\[
d_{h,(0,y)} > \frac{\deg(p_{h,(0,y)})}{\deg(p_{(0,y)})} d_{(0,y)},
\]
which shows that \( (h_{(0,y)}^l)^k \not\subseteq (f_{(0,y)}^l)^l \) for any \( k, l \in \mathbb{N}^* \), so \( (0, x) \prec (0, y) \) cannot be true. Via Proposition 4.5, this transforms into \( (0, y) \preceq (0, x) \). \( \square \)
Proposition 6.6. Set $\mathcal{F} \in T_{a'}$. Assume $\mathcal{F} = I_P(u)$ for some $P \in \overline{R_a} \setminus R_a$, $u \in \mathbb{Q}^+$. Then for any $v \in \mathbb{Q}^+$ with

(i) $v \geq u$

(ii) $\mathcal{G} := I_P(v) \in T_{a'}$

we have $\mathcal{G} \in T_{a'}$.

Proof. In the case $v \geq 1$,

$$(1 - v) \deg(p_\mathcal{G}) \leq 0 < d_\mathcal{G},$$

so $\mathcal{G} \in T_{a'}$.

Consider the case $v < 1$. By our assumptions,

$$(1 - u) \deg(p_\mathcal{F}) < d_\mathcal{F}.$$

Therefore from Statement 3.10, one has

$$(1 - v) \deg(p_\mathcal{G}) \leq (1 - v) \deg(p_\mathcal{F}) < d_\mathcal{F} - (v - u) \deg(p_\mathcal{F}) \leq d_\mathcal{G},$$

showing $\mathcal{G} \in T_{a'}$. \(\square\)

Proposition 6.7. Let $\mathcal{F} \in T_{a'}$ and $\kappa \in \mathbb{N}^*$ be suitable for $fg$. Assume $\deg(p_\mathcal{F}) > 1$. Then for any $c \in \mathbb{C}$ such that $\mathcal{F}*c$ exists, $\mathcal{F}*c \in T_{a'}$. Moreover, there exists $c \in \mathbb{C}$ such that $\mathcal{F}*c \in T_{a'}$.

Proof. Assume $\mathcal{F} := I_P(u)$. Set $h = h_\mathcal{F}$, $p = p_\mathcal{F}$, $q = p_{h_\mathcal{F}}$.

First prove that if $\mathcal{F}*c := \mathcal{G}$ exists, then $\mathcal{G} \in T_{a'}$. We have two possibilities. First assume that $h = g$. In this case we state that $\mathcal{F} = \mathcal{F}_P := I_P(v)$. By the definition, $v \leq u$. Therefore $\mathcal{F}_P \in T_{a,\text{pole}}$. From (v) of Proposition 5.3, by Statements 3.9 and 3.10, for any $w \in \mathbb{Q}^+$ with $w > v$, for $\mathcal{H} := I_P(w)$,

$$(1 - v) \deg(p_\mathcal{G}) \leq 1,$$

so $u = v$ and $\mathcal{F} = \mathcal{F}_P \in T_{a,\text{pole}}$.

By Statement 3.8 and (v) of Proposition 5.3, for any $w \in \mathbb{Q}^+$ with $w > v$, for $\mathcal{H} := I_P(w), \deg(p_\mathcal{H}) \leq 1$, so $u = v$ and $\mathcal{F} = \mathcal{F}_P \in T_{a,\text{pole}}$.

By Statement 3.9 and (v) of Proposition 5.3, one has $d_\mathcal{G} = d_\mathcal{F} - \frac{1}{\kappa}$. By Statement 3.8, $\kappa d_\mathcal{F}$, $d_{g,\mathcal{F}} \in \mathbb{Z}$. By (viii) of Proposition 5.3 and Lemma 2.1, $\kappa d_\mathcal{F} \neq 1$.

Assume $g \neq h$. Then $(g_\mathcal{F}^l)^l = \mathcal{F}_F^l$ for some $k, l \in \mathbb{N}^*$. Therefore, from Statement 3.9, one has $d_{g_\mathcal{F}} = \frac{k}{l}d_\mathcal{G}$. Since $\mathcal{F} \in T_{a'}$, one gets $u < 1$ from the definition. By Statement 3.8, $u \leq 1 - \frac{1}{\kappa}$.

By Proposition 4.1,

$$\frac{k}{l}d_\mathcal{G} + d_\mathcal{G} = d_{g,\mathcal{G}} + d_\mathcal{G} \geq 1 - \pi(\mathcal{G}) = 1 - u - \frac{1}{\kappa} \geq 0.$$
Therefore we only need \( d_G \neq 0 \). Since in this case, in the inequality above, equality must hold, we would obtain \( d_G = d_g G = 0 \), and from Proposition 4.1, one has \( J(f^+_G g) = \Theta \xi^{-1} \), which is evidently a contradiction, since in this case the above Jacobian determinant is 0.

Now we prove the second part of our proposition. Proposition 6.4 says that \( \deg(q) \leq \frac{d_h}{d_F} \deg(p) \).

Since \( p^{d_h} \neq \Theta q^{d_F} \), there exists \( c \in \mathbb{C} \) with \( \mult(q, c) < \frac{d_h}{d_F} \mult(p, c) \).

By Statements 3.16 and 3.18, we may assume that \( G := \mathcal{F} \star c \) exists.

We claim that \( G \in T_a \).

Assume indirectly \( G = \in T_a' \). Since (13) cannot hold, (14) holds, so by Proposition 6.3 \( h = h_G \). By our indirect assumption \( \deg(p, \mathcal{G}) > \frac{d_h}{d_F} \deg(p_G) \).

By Statement 3.9, this means \( \mult(q, c) > \frac{d_h - \kappa \mult(p, c)}{d_F - \kappa \mult(p, c)} \mult(p, c) \). Therefore \( \mult(q, c)d_F > d_h \mult(p, c) \), contradicting the definition of \( c \).

\[ \square \]

Lemma 6.1. Set \( \mathcal{F} = \in T_a^+, u := \pi(\mathcal{F}) \). Assume that \( \deg(p) = 1 \).

Then \( J(f^+_F, g^+_F) = \Theta t^{-u} \).

Proof. Set \( \mathcal{F} := I_P(u) \) for some \( P \in \overline{R_a} \setminus R_a \). Assume that \( \kappa \in \mathbb{N}^* \) is suitable for \( fg \), and \( \kappa u \in \mathbb{N} \).

For any \( n \in \mathbb{N} \) with \( n \leq \kappa u \) define \( F_n := I_P(\frac{n}{\kappa}) \).

Evidently

\[ \deg(p_{F_n}) = \frac{k_f}{k_g} \deg(p_{g, F_n}) \]  

for \( n = 0 \). Let \( n \leq \kappa u \) be the largest number with (21). \( n \neq uk \), by (iv) of Lemma 2.1.

We state that \( p_{F_n} \) and \( p_{g, F_n} \) do not have common roots.

Otherwise, by Proposition 4.2, \( (g^+_F)^{k_f} = \Theta (f^+_F)^{k_g} \), which contradicts the maximality of \( n \), by Statement 3.9.

Therefore, by Proposition 4.1, \( J(f^+_F, g^+_F) = \Theta \). Using Statement 3.9, by induction we obtain that \( \deg(p_{g, F_j}) = 0 \) for any \( n < j \leq \kappa u \). Therefore, \( J(f^+_F, g^+_F) \neq 0 \), so, by Proposition 4.1, \( J(f^+_F, g^+_F) = \Theta \).

\[ \square \]

Proposition 6.8. Set \( \mathcal{F} \in T_a \). Assume \( \deg(p) \neq 1 \).

Then there exist \( P \in \overline{R_a} \setminus R_a \), \( u, v \in \mathbb{Q}^+ \) with the following properties.

(i) \( \mathcal{F} = I_P(u) \);

(ii) \( v \geq u \);

(iii) \( I_P(v) \in T_a \).
Proof. Let \( u := \pi(F), \kappa \in \mathbb{N}^* \) be suitable, with \( \kappa u \in \mathbb{N} \). We define by recursion a sequence \( \mathcal{F}_n \in T_a \) with the property \( \mathcal{F}_{n+1} = \mathcal{F}_n \ast c_n \), in the following way.

Set \( \mathcal{F}_0 := F \). Assume \( \mathcal{F}_n \) is already defined. There are two cases. If \( \mathcal{F}_n \) is a pole, we finish the sequence.

Assume now \( \mathcal{F}_n \) is not a pole. We state that \( \deg(p_{\mathcal{F}_n}) \neq 1 \). Set \( \mathcal{F}_n = I_P(u + \frac{n}{\kappa}) \).

Assume indirectly \( \deg(p_{\mathcal{F}_n}) = 1 \). By Lemma 6.1, \( m_{\mathcal{F}_n} = 0 \), so \( \mathcal{F}^*_{Q} \notin T_a \). By (iv) and (v) of Proposition 5.3, and Statement 3.9, we obtain that \( \mathcal{F}_m \in T_a \) for some \( m < n \), which is a contradiction.

Therefore, \( \deg(p_{\mathcal{F}_n}) > 1 \). By Proposition 6.7, we obtain that there exists \( c_n \in \mathbb{C} \) with \( \mathcal{F}_{n+1} := \mathcal{F} \ast c_n \in T_a \), so we can continue the sequence.

Since \( d_{\mathcal{F}_n} \leq u - \frac{n}{\kappa} \), the sequence cannot be an infinite sequence, so we have to finish it. Set \( \mathcal{F}_n \in T_a \), and \( \mathcal{F}_n := I_P(v) \) for some \( P \in \mathcal{R}_a \), \( v = u + \frac{n}{\kappa} \). Then the properties (i), (ii) and (iii) evidently hold.

7 The finite critical values of \( g \)

As we have seen, the non-constant meromorphic function \( g : \mathcal{R}_a \to \mathbb{C} \cup \{\infty\} \) admits some critical values, and the preimages of these critical values form a subset of \( \mathcal{R}_a \ \mathcal{R}_a \). In this section we are going to describe the multiplicity data of these points using the language of the Eggers – Wall tree.

Notation 7.1. Let \( \kappa \in \mathbb{N} \) be suitable. Define

\[
T_{a,cv} := \{ \mathcal{F} \in T_a^- : d_{g,\mathcal{F}} = 0 \}.
\]

Statement 7.1. Assume \( \mathcal{F} \in T_{a,cv} \). Then \( \pi(\mathcal{F}) > 1 \).

Proof. From the definition of \( T_{a,cv} \) we obtain \( J(f_{\mathcal{F}}, g_{\mathcal{F}}) = 0 \). Therefore, from Proposition 4.1 one has \( 0 = d_{\mathcal{F}} + d_{g,\mathcal{F}} > 1 - \pi(\mathcal{F}) \).

Statement 7.2. Let \( P \in \mathcal{R}_a \ \mathcal{R}_a \), \( u \in \mathbb{Q}_+^+ \) such that \( \mathcal{F} := I_P(u) \in T_{a,cv} \). Then \( \mathcal{F}^* \notin T_{a,pole} \).

Statement 7.3. Set \( P \in \mathcal{R}_a \ \mathcal{R}_a \). Assume that there exists \( u \in \mathbb{Q}_+^+ \) such that \( I_P(u) \in T_a^\prime \). Then there exists \( v \in \mathbb{Q}_+^+ \) such that \( I_P(v) \in T_{a,cv} \).

Proposition 7.1. Set \( \mathcal{F} \in T_{a,cv}, p := p_{\mathcal{F}}, q := p_{g,\mathcal{F}}, \mathcal{G} := \mathcal{F}^o \). Then \( \mathcal{G} := I_P(v) \in T_a^+ \).

Set \( K_{\mathcal{G},0} := (k_0, \ldots, k_{m-1}), L_{\mathcal{G},0} := (l_0, \ldots, l_{m-1}) \) and \( S_{\mathcal{G},0} := (s_0, \ldots, s_{m-1}) \) (cf. Proposition 4.2). Define by recursion the finite sequence of polynomials \( r_j \) in the following way:
(i) \( r_0 := q; \)

(ii) \( r_{j+1} := r_j^{k_j} - s_j p_j \) for \( j = 0, 1, \ldots, m - 2. \)

Then \( \deg(r_j) = \frac{l_j}{k_j} \deg(p) \) for any \( 0 \leq j \leq m - 1. \)

**Proof.** By Statement 3.11, \( d_\mathcal{G} \geq \pi(\mathcal{F}) - \pi(\mathcal{G}) > 0, \) so \( \mathcal{G} \in T_a^+. \)

As in Proposition 4.2, we introduce the finite sequence of polynomials \( h_j \) by

(i) \( h_0 := g; \)

(ii) \( h_{j+1} := h_j^{k_j} - s_j p_j \) for \( j = 0, 1, \ldots, m - 2. \)

Our Statement is equivalent with the property that for any \( 0 \leq j \leq m - 1 \) one has \( d_{h_j, \mathcal{G}} = 0. \)

Since \( d_\mathcal{F} = 0, \) for any \( j \) \( h_j \) is a polynomial of \( f, \) and \( g, \) one has \( d_{h_j, \mathcal{F}} \leq 0. \)

Let us prove \( d_{h_j, \mathcal{F}} \geq 0. \) Set \( \mathcal{G} := I_P(v) \) for some \( P \in R_a \setminus R_a. \)

Choose some \( w \in \mathbb{Q} \) such that \( \pi(\mathcal{G}) < w < \pi(\mathcal{F}) \) and choose some suitable \( \kappa \in \mathbb{N}^* \) such that \( \kappa w \in \mathbb{N}. \) Then for \( \mathcal{H} := I_P(w), \) there exists a unique \( c \in \mathbb{C} \) such that \( \mathcal{H} \ast c \) exists. Therefore, from Proposition 6.8 and Statement 7.2, \( \mathcal{H} \in T_a^\prime. \) From Proposition 6.3, one has \( d_{h_j, \mathcal{H}} \deg(p_{\mathcal{H}}) = \deg(p_{h_j, \mathcal{H}}) d_\mathcal{H}. \) By Statement 3.9, \( d_\mathcal{H} = \deg(p_{\mathcal{H}})(w - \pi(\mathcal{F})). \) Therefore

\[
d_{h_j, \mathcal{H}} = \frac{\deg(p_{h_j, \mathcal{H}})}{\deg(p_{\mathcal{H}})} d_\mathcal{H} = \deg(p_{h_j, \mathcal{H}})(w - \pi(\mathcal{F})).
\]

From Statement 3.11 we obtain \( d_{h_j, \mathcal{G}} \geq 0. \)

**Proposition 7.2.** Let \( P \in \overline{R_a} \setminus R_a. \) Then \( g(P) \in \mathbb{C} \) if and only if there exists \( u \in \mathbb{Q}^+ \) such that \( I_P(u) \in T_{a, cv}. \)

**Notation 7.2.** Let \( P \in \overline{R_a} \setminus R_a \) such that \( g(P) \in \mathbb{C}. \) Define \( \tilde{F}_P := I_P(u) \in T_{a, cv}. \)

**Proposition 7.3.** Set \( \mathcal{F} \in T_{a, cv}, u := \pi(\mathcal{F}), p := p_\mathcal{F}, q := p_{\mathcal{F}}, \)

\[ p(c) = a. \]

Let \( \kappa \in \mathbb{N}^* \) be suitable. Choose some \( c \in \mathbb{C} \) such that \( \mathcal{F} \ast c \) exists. Then

\[
p(c) = a.
\]

Set

\[
R_a^* := \{ P \in \overline{R_a} \setminus R_a : I_P(u + \frac{1}{\kappa}) = \mathcal{F} \ast c \}.
\]

Then the set \( R_a^* \) does not depend on the choice of \( \kappa, \) and for any \( P \in R_a^* \) one has \( g(P) = q(c). \)
We also have the following inequality:

$$
\sum_{P \in R^*_a} \Lambda(P) \geq \kappa_{\mathcal{F}} \pi(\mathcal{F}) - \kappa_{\mathcal{F}}.
$$

In the special case \(\text{mult}(p_{\mathcal{F}} - a, c) = 1\), we have \(R^*_a = \{P\}\), and \(\Lambda(P) = \kappa_{\mathcal{F}} \pi(\mathcal{F}) - \kappa_{\mathcal{F}}\).

**Proof.** The existence of \(P\) and the formula for \(g(P)\) is trivial. Now assume that \(\text{mult}(p_{\mathcal{F}} - a, c) = 1\). From Statements 3.9 and 3.18, we have that \(R^*_a = \{P\}\) for some \(P \in R_a \setminus R_a\). Evidently \(\mathcal{F} = I_P(u)\) for \(u = \pi(\mathcal{F})\).

Set \(\mathcal{G} := \mathcal{F}_P\). Assume that \(\mathcal{G} = I_P(v)\) for some \(v \in \mathbb{Q}^+\). Then \(v \geq u + \frac{1}{\kappa}\).

Define \(b := q(c)\). Then for any \(w \in (u, v) \cap \mathbb{Q}\) we have for \(H := I_P(w)\):

(i) \(H \in T_{a^-}\);

(ii) \(J((f - a)^*_{\mathcal{H}}, (g - b)^*_{\mathcal{H}}) = 0\);

(iii) \(\deg(p_{f-a,H}) = 1\).

From Propositions 4.3, 4.4 and (iii), we have that \((g_{\mathcal{H}} - b)^+ = \Theta((f - a)^{\mathcal{F}})^k\) for \(k = \text{mult}(q, c)\). Therefore, from Statement 3.11, \(d_{g-b,\mathcal{G}} = kd_{f-a,\mathcal{G}}\). From Proposition 4.1 and from Statement 3.9 one gets

$$
1 - v = d_{f-a,\mathcal{G}} + d_{g-b,\mathcal{G}} = (k + 1)d_{f-a,\mathcal{G}} = (k + 1)(u - v),
$$

consequently \(v = \frac{(k+1)u-1}{k+1}\). Hence, by Statements 3.15, one has

$$
\Lambda(P) = -D_{g-b,\mathcal{G}} = -\kappa_{\mathcal{F}}d_{g-b,\mathcal{G}} = \frac{\kappa_{\mathcal{F}}(v - 1)}{k + 1} = \frac{\kappa_{\mathcal{F}}(k + 1)(u - 1)}{k + 1} = \kappa_{\mathcal{F}}u - \kappa_{\mathcal{F}}.
$$

Next we prove the inequality. We give a geometric proof.

Choose some \(\rho > 0\) such that for any \(c^* \in \hat{B}(c, 2\rho)\) one has \(p_{\mathcal{F}}(c^*) \neq 0\). For any \(a^* \in \mathbb{C}\) and for \(\mathcal{G} = M_{a,a^*}\) (cf. Statement 3.14) one has

$$
p_{\mathcal{G}} = p_{\mathcal{F}} \text{ and } p_{g,\mathcal{G}} = p_{g,\mathcal{F}}.
$$

Therefore, if \(a^* \in \mathbb{C}\) is generic, then \(p_{\mathcal{G}}\) is squarefree. Moreover, if \(\varepsilon > 0\) and \(\delta > 0\) are small enough, then for any \(a^* \in B(a, \delta)\) and for \(\mathcal{G} = M_{a,a^*}\) we have the following properties:

(i) For any \(c^* \in \hat{B}(c, \rho)\) one has \(p_{\mathcal{G}}(c^*) \neq 0\);

(ii) \(g^{-1}(B(b, \varepsilon)) \cap (\overline{R_a} \setminus R_a) \subset g^{-1}(b)\);

(iii) \(g^{-1}(C(b, \varepsilon)) \cap (R_{a^*} \setminus R_{a^*}) = \emptyset\).
Let $A$ be the union of the components of $g^{-1}(B(b, \varepsilon))$ which contains some $P \in \mathcal{R}_{a^*}$. Define the set $A_{a^*} := A \cap \mathcal{R}_{a^*}$ for any $a^* \in B(a, \delta)$.

By its definition, any point in $B(b, \varepsilon)$ has exactly $\sum_{P \in \mathcal{R}_{a} \Lambda(P)}$ preimages in $B(a, \delta)$. Chose any $a^* \in B(a, \delta)$. Then there exists $Q \in (\mathcal{R}_{a^*} \setminus \mathcal{R}_{a^*}) \cap A_{a^*}$. Moreover, $I_Q(u) = M_{a,a^*} = \mathcal{G}$. Assume further that $p\mathcal{G}$ is squarefree (which holds for generic $a^*$). Then

$$\sum_{P \in \mathcal{R}_{a} \Lambda(P)} \geq \Lambda(Q) = \kappa_{\mathcal{G}}(\pi_{\mathcal{G}}) - \kappa_{\mathcal{G}} = \kappa_{\mathcal{F}}(\pi_{\mathcal{F}}) - \kappa_{\mathcal{F}}. \quad \square$$

**Notation 7.3.** Define

$$\delta_a := \sum_{P \in \mathcal{R}_{a} \setminus \mathcal{R}_{a} : g(P) \in \mathcal{C}} (\Lambda(P) - \kappa_{\mathcal{F}}(\pi_{\mathcal{F}} - 1)).$$

**Proposition 7.4.** For any $a \in \mathbb{C}$ one has $\delta_a \geq 0$. Moreover, for generic $a$ we have $\delta_a = 0$.

**Proposition 7.5.** Chose any $a_0 \in \mathbb{C}$. Assume that $T_{a_0, cv} = \{\mathcal{F}_1, \ldots, \mathcal{F}_s\}$.

Then

$$td(f, g) = 1 + \sum_{i=1}^{s} \kappa_{\mathcal{F}_i}(\pi_{\mathcal{F}_i} - 1) + \sum_{a \in \mathbb{C}} \delta_a. \quad (22)$$

**Proof.** We first remark that each generic point has $td(f, g)$ preimages. More explicitly, any point in the set $\mathbb{C}^2 \setminus \{ (p_{\mathcal{F}_i}(c), p_{\mathcal{G}}(c)) : c \in \mathbb{C}, 1 \leq i \leq s \}$, has $td(f, g)$ preimages in $\mathbb{C}^2$.

Introduce the following notation. Set $(a, b) \in \mathbb{C}^2$. Denote $(a \rightarrow_i b)$ if there exists $c \in \mathbb{C}$ with

(i) $p_{\mathcal{F}_i}(c) = a$.

(ii) $p_{\mathcal{G}, \mathcal{F}_i}(c) = b$.

By Proposition 7.3, and from Statement 3.14, for generic $a \in \mathbb{C}$, the point $(a, b)$ has

$$td(f, g) - \sum_{i: a \rightarrow_i b} (\pi_{\mathcal{F}_i} - 1) \kappa_{\mathcal{F}_i} - \kappa_{\mathcal{F}_i}$$

preimages. Moreover, for any $a \in \mathbb{C}$,

$$\sum_{b \in \mathbb{C}} \left( td(f, g) - \sum_{i: a \rightarrow_i b} (\pi_{\mathcal{F}_i} - 1) \kappa_{\mathcal{F}_i} - \#((f, g)^{-1}((a, b))) \right) = \delta_a.$$
Since the set of points \((p_{\mathcal{F}_i}(c), p_{\mathcal{F}_j}(c))\) is biholomorphic with \(\mathbb{C}\), via Notation 7.3 and by calculating the Euler characteristics of \(\mathbb{C}^2\) via its subsets, we obtain

\[
1 = td(f, g) - \sum_{i=1}^{s} \left( (\pi(\mathcal{F}_i) - 1) \kappa_{\mathcal{F}_i} \right) + \sum_{a \in \mathbb{C}} \delta_{\mathcal{F}_i, a},
\]

which is equivalent with (22).

\[\square\]

**Corollary 7.1.** Set \(a \in \mathbb{C}\) and \(\{\mathcal{F}_1, \ldots, \mathcal{F}_n\} \subset T_{a, cv}\). Then

\[
1 = td(f, g) \geq 1 + \sum_{i=1}^{n} \kappa_{\mathcal{F}_i}(\pi(\mathcal{F}_i) - 1).
\]

**Proof.** From Propositions 7.5, 7.4, and Statement 7.1 one has

\[
1 = td(f, g) \geq 1 + \sum_{i=1}^{n} \kappa_{\mathcal{F}_i}(\pi(\mathcal{F}_i) - 1) + \sum_{a \in \mathbb{C}} \delta_a \geq 1 + \sum_{i=1}^{n} \kappa_{\mathcal{F}_i}(\pi(\mathcal{F}_i) - 1).
\]

\[\square\]

# 8 Some number theoretical properties

In this section we prove some number theoretical properties of the elements of \(T_a\).

**Notation 8.1.** Set \(\mathcal{F} \in T_a\), \(m = m_{\mathcal{F}}, h_i = h_{i, \mathcal{F}} (i = 0, \ldots, m)\) (cf Proposition 4.2). Define

\[
M_{\mathcal{F}} := \gcd(\deg p_{\mathcal{F}}, \deg p_{h_0, \mathcal{F}}, \ldots, \deg p_{h_m, \mathcal{F}}),
\]

\[
M_{\mathcal{F}}^* := \gcd(\deg p_{\mathcal{F}}, \deg p_{h_0, \mathcal{F}}, \ldots, \deg p_{h_{m-1, \mathcal{F}}}).
\]

By using elementary number theory, we obtain useful formula for \(M_{\mathcal{F}}\).

**Statement 8.1.** Set \(\mathcal{F} \in V_a\). Set \(m = m_{\mathcal{F}}\) and \(h_j := h_{j, \mathcal{F}} (j = 0, \ldots, m)\). Then there exist \(N, N_0, \ldots, N_m, N^*, N_0^*, \ldots, N_{m-1}^* \in \mathbb{Z}\) with

\[
M_{\mathcal{F}} = N \deg(p_{\mathcal{F}}) + N_0 \deg(p_{h_0, \mathcal{F}}) + \cdots + N_m \deg(p_{h_m, \mathcal{F}}),
\]

and

\[
M_{\mathcal{F}}^* = N^* \deg(p_{\mathcal{F}}) + N_0^* \deg(p_{h_0, \mathcal{F}}) + \cdots + N_{m-1}^* \deg(p_{h_{m-1, \mathcal{F}}}).
\]

**Proposition 8.1.** Set \(\mathcal{F} \in T_{a, cv}\), \(u := \pi(\mathcal{F})\) and

\[
i := \frac{\deg(p_{\mathcal{F}})}{M_{\mathcal{F}}^*}.
\]

Then \(i \in \mathbb{N}^*\) and we have the following properties:
(i) There exists a polynomial $p$ and $\delta \in \mathbb{Q}$ such that $(\xi^\delta p(\eta))^i = \ominus f^\delta_F(\xi, \eta)$;

(ii) There exists polynomial $q$ with $h^\delta_F(\xi, \eta) = \xi^{1-u}(\xi^\delta p(\eta))^k q(\eta)$, where $k = i(\mu_F - 1) \in \mathbb{Z}$;

(iii) $J(\xi^\delta p(\eta), \xi^{1-u}q(\eta)) = \ominus \xi^{\delta-u}p(\eta)$;

(iv) $\delta pq' - (1-u)p'q = \ominus p$;

(v) $M_F = \gcd.(\deg(p), \deg(q))$.

**Proof.** Property (i) follows from the definition of $M^*_F$. Via the notations of Statement 8.1, define

$$\xi^\delta p(\eta) := ((f^\delta_F)^{N^*}(h^\delta_hF)^{N^0}\cdots (h^\delta_{m-1, F})^{N^m-1})(\xi, \eta).$$

By Proposition 4.2, $(\xi^\delta p(\eta)) = \ominus (f^\delta_F(\xi, \eta))^j$ for some $j \in \mathbb{Q}$. From Statement 8.1, one has $j = \frac{1}{k}$, which proves property (ii).

Set $0 \leq j \leq m - 1$. Since

$$\deg(p) = \frac{\deg(p_F)}{i} = M^*_F \mid \deg(p_{h, F}) = \frac{l_j}{k_j} \deg(p_F)$$

(cf. Proposition 4.2), we obtain $\frac{l_j}{k_j} \in \mathbb{N}$, so $\frac{i}{k_j} \in \mathbb{N}$. This, however gives $i\mu_G \in \mathbb{N}$, so $k \in \mathbb{Z}$.

Define

$$H(\xi, \eta) := \frac{h^\delta_F(\xi, \eta)}{(\xi^\delta p(\eta))^k}.$$ 

By its definition, $H(\xi, u) = \xi^lq(\eta)$ for some rational function $q$ and $l \in \mathbb{Z}$.

By applying Proposition 4.2, for the constant $l$ one has

$$l = d_{h, F} - k \delta = (\mu_F - 1)d_F + 1 - u - k \delta = (i\mu_F \delta - i\delta) + 1 - u -(i\mu_F - 1)\delta = 1 - u.$$ 

Moreover,

$$q = \frac{p_{h, F}}{p^k} = \frac{p_{h, F}}{p_{l-1}}.$$ 

Therefore, from Proposition 6.3, we obtain that for any root of $p_F c$, one has

$$\text{mult}(p_{h, F}, c) = (\mu - 1)\text{mult}(p_F) = 1,$$ 

and $H(\xi, \eta) = \xi^{u-1}q(\eta)$.

By the chain rule

$$\ominus \xi^{-u}((\xi^\delta p(\eta))^i)^u = \ominus \xi^{-u}(f^\delta_F(\xi, \eta))^\mu = J(f^\delta_F(\xi, \eta), h^\delta_F(\xi, \eta)) = J((\xi^\delta p(\eta))^i, (\xi^\delta p(\eta))^k H(\xi, \eta)) =$$

$$\ominus(\xi^\delta p(\eta))^{i-1}((\xi^\delta p(\eta))^k J(\xi^\delta p(\eta), H(\xi, \eta)) = \ominus(\xi^\delta p(\eta))^{i\mu_F - 1} J(\xi^\delta p(\eta), H(\xi, \eta)),$$
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so \( J(\zeta^d p(\eta), H(\xi, \eta)) = \ominus \zeta^{d-u} p(\eta) \). This shows (iii). (iv) is a simple corollary of (iii).

As we noticed, \( \deg(p) = M_F \). Therefore,

\[
M_F = \gcd(M_F, \deg(p_{h_m,F})) = \gcd(M_F, \deg(p_{h_m,F}) - kM_F) = \gcd(\deg(p), \deg(q)).
\]

**Statement 8.2.** Use the notations of Proposition 8.1. Set \( F \in (T_a \searrow \cap V_a) \setminus T_{a,pole}, \mathcal{G} := F + c \) for some \( c \in \mathbb{C} \). Then \( \deg(q) \cdot \text{mult}(p, c) \neq \deg(p) \).

Moreover, \( \mathcal{G} \in T_{a} \searrow \) if and only if \( \deg(q) \cdot \text{mult}(p, c) > \deg(p) \).

**Proof.** From statement 3.16, we have that \( p \) has more than one root. Therefore, by (iv) of Proposition 8.1 one has \( \deg(p) = \deg(q) \).

Assume indirectly \( \deg(q) \cdot \text{mult}(p, c) = \deg(p) \). From (iv) of Proposition 8.1 one has \( \text{mult}(q, c) = 1 \). Therefore,

\[
\text{mult}(p, c) \cdot \text{mult}(q, c) = \frac{\deg(p)}{\deg(q)} = 1 - u.
\]

Therefore, \( \text{mult}(p, c) = \text{mult}(\delta pq - (1 - u)p'q) > \text{mult}(p, c) \), which is a contradiction.

Set

\[
W := d_F - (1 - \pi(F)) \cdot \text{mult}(p_{F, c}) = i\delta - (1 - u) \cdot \text{mult}(p, c) = \frac{i(\delta - \frac{\deg(q) \cdot \text{mult}(p, c)}{\deg(p)})}{\deg(p)} = \frac{i\delta}{\deg(p)} \text{mult}(p, c).
\]

Therefore, by Statement 6.2 one has \( \mathcal{G} \in T_{a} \searrow \) if and only if \( W < 0 \) if and only if \( \deg(q) \cdot \text{mult}(p, c) > \deg(p) \).

**Statement 8.3.** Let \( \kappa \in \mathbb{N}^* \) be suitable. Set \( F \in T_{a} \searrow \cap (V_a \setminus \{(0, y)\}) := \mathcal{G}^*c \). Then for any \( 0 \leq j \leq m_F \) one has:

(i) \( h_{j,F} = h_{j,G} := h_j \);

(ii) \( \text{deg}(p_{h_j,G}) = \text{mult}(p_{h_j,G}, c) \).

**Proof.** From Statements 3.9 and 3.16 one has \( \text{mult}(p_{G}, c) = \text{deg}(p_F) \).

From Corollary 6.1 and from Proposition 6.3 we obtain \( F \prec \mathcal{G} \). Use the notations of Proposition 4.2.

Evidently, for \( 0 \leq j \leq m_F - 1 \) one has \( k_{j,F} = k_{j,G} := k_j, l_{j,F} = l_{j,G} := l_j, s_{j,F} = s_{j,G} := s_j \), and for any \( 0 \leq j \leq m_F \), \( h_{j,F} = h_{j,G} = h_j \), which provides (i).

Moreover, from (iii) of Proposition 4.2, for any \( 0 \leq j \leq m_F - 1 \) we obtain

\[
\frac{\text{deg}(p_{h_j,G})}{\text{deg}(p_{G})} = \frac{\text{mult}(p_{h_j,G}, c)}{\text{mult}(p_{G}, c)} = \frac{k_j}{l_j} = \frac{\text{deg}(p_{h_j,F})}{\text{deg}(p_F)},
\]
hence
\[
\deg(p_{h_j,\mathcal{F}}) = \frac{k_j}{l_j} \deg(p_{\mathcal{F}}) = \frac{k_j}{l_j} \text{mult}(p_{\mathcal{G}}, c) = \text{mult}(p_{h_j,\mathcal{G}}, c),
\]
which proves (ii) for \(0 \leq j \leq m_{\mathcal{F}} - 1\).

Finally we prove our statement for \(i = m_{\mathcal{F}} := m\). From Corollary 6.1
\[
\frac{d_{h_m,\mathcal{F}}}{d_{\mathcal{F}}} = \frac{\deg(p_{h_m,\mathcal{F}})}{\deg(p_{\mathcal{F}})} := \psi.
\]
We state that
\[
\psi = \frac{k_m}{l_m} := \frac{k_m,\mathcal{G}}{l_m,\mathcal{G}}.
\]

Set \(\mathcal{F} := I_P(u)\) for some \(P \in \overline{R}_a \setminus R_a\), and \(q \in \mathbb{Q}^+\). Then \(\mathcal{G} = I_P(u - \frac{1}{\kappa}).\)

Chose \(i \in \mathbb{N}^*\) with the property that \(i\kappa\) is suitable for \(h_m\). Set \(\mathcal{H} := I_P(u - \frac{f}{i\kappa}).\)

From Corollary 6.1 we obtain that \(\mathcal{F} \prec \mathcal{H}\). From Proposition 6.3, one has \(\mathcal{H} \prec \mathcal{G}\), hence, by using Proposition 4.2, one has
\[
k_m = k_m,\mathcal{G} = k_m,\mathcal{H} \text{ and } l_m = l_m,\mathcal{G} = l_m,\mathcal{H}.
\]
From Statement 3.9, one has
\[
\psi = \frac{d_{h_m,\mathcal{F}}}{d_{\mathcal{F}}} = \frac{\text{ind}(h_m,\mathcal{F}) + \text{deg}(p_{h_m,\mathcal{F}})}{\text{ind}(\mathcal{F}) + \text{deg}(p_{\mathcal{F}})} = \frac{d_{h_m,\mathcal{H}}}{d_{\mathcal{H}}} = \frac{k_m,\mathcal{H}}{l_m,\mathcal{H}}.
\]

\[\square\]

**Statement 8.4.** Set \(\mathcal{F}, \mathcal{G} \in V_a \cap T_{V_a}^\text{a}\). Assume \(G = F + c\) for some \(c \in \mathbb{C}\). Then, using the notations of Proposition 8.1, \(\text{mult}(p, c) \mid M_G\).

**Proof.** Set \(m := m_G\). From Statement 8.1 one has
\[
M_G = N \deg(p_G) + N_0 \deg(p_{h_0,\mathcal{G}}) + \cdots + N_m \deg(p_{h_m,\mathcal{G}}).
\]
Set
\[
\xi^i p^i(\eta) := ((f_{\mathcal{F}}^+)^N(h_{0,\mathcal{F}})^{N_0} \cdots (h_{m-1,\mathcal{F}})^{N_{m-1}})(\xi, \eta).
\]
By Proposition 6.7, using the same argument as by the proof of Proposition 8.1, we obtain, that \(p^i\) is a polynomial, and by Statement 8.3 one has
\[
\text{mult}(p^i, c) = N \text{mult}(p_{\mathcal{F}}, c) + N_0 \text{mult}(p_{h_0,\mathcal{F}}, c) + \cdots + N_m \text{mult}(p_{h_m,\mathcal{F}}, c) = N \deg(p_G) + N_0 \deg(p_{h_0,\mathcal{G}}) + \cdots + N_m \deg(p_{h_m,\mathcal{F}}) = M_G.
\]
Moreover, by Proposition 6.7, \(p^i = p^j\), for some \(i \in \mathbb{N}^*\). \[\square\]

**Statement 8.5.** Set \(P \in \overline{R}_a \setminus R_a, \mathcal{F} \in T_{V_a}^\text{a} \cap V_a, \) and \(\mathcal{G} := \mathcal{F}^0\). Assume \(\mathcal{G} \notin V_{2,a}\). Then \(M_G \mid M_{\mathcal{F}}\).
Proof. Assume $F = I_P(u)$ and $G = I_P(v)$ for some $P \in \overline{R}_a \setminus R_a$ and for some $u, v \in \mathbb{Q}^+$. Evidently, $v < u$. Choose some $\kappa \in \mathbb{N}^*$ suitable such that $\kappa(u - v) \in \mathbb{N}^*$. Define $H := I_P(u - \frac{1}{\kappa})$. Then $F = H * c^*$ for some $c^* \in \mathcal{C}$.

Let $\nu := \nu_G$. From the assumption $G \notin V_{2,a}$ and from Statement 3.18 one has $p_G(\eta) = \circ(\eta^\nu - c^*)^l$ for some $c \in \mathcal{C}^*$, and for some $l \in \mathbb{N}^*$. From Proposition 6.3 and Corollary 6.1 one has $F \prec H \unlhd G$. Therefore, $m := m_F < m_H \leq m_G$. Moreover, from Statement 8.3 one has

$$\deg(p_{h_j,F}) = \text{mult}(p_{h_j,H},c^*) = \frac{k_j}{l_j} \text{mult}(p_H,c^*) = \frac{k_j}{l_j} \text{mult}(p_G,c) = \frac{\deg(p_{h_j,G})}{\nu}$$

for any $0 \leq j \leq \nu$. Therefore,

$$M_G \mid \gcd((\deg(p_G), \deg(p_{h_0,G}), \ldots, \deg(p_{h_m,G})) \deg(p_{h,G})) =$$

$$\gcd(\nu \deg(p_F), \nu \deg(p_{h_0,F}), \ldots, \nu \deg(p_{h_m,F}) \deg(p_{h,G})) = \gcd(\nu M_F, \deg(p_{h,G})).$$

In order to finish the proof we show that $\gcd(\nu, \deg(p_{h,F})) = 1$. Since $p_G(\eta) = \tilde{p}(\eta^\nu)$, for some polynomial $\tilde{p}$, by Proposition 4.6, one gets $p_{h,G}(\eta) = \eta^r(\eta^\nu)$ for some polynomial $r$, which implies the required formula. \hfill $\square$

**Proposition 8.2.** Set $F \in T_a \setminus (V_a \setminus \{0,y\})$, and $G := F^\circ$. Set $M := M_F$, $u := \pi(F)$ and $v := \pi(G)$.

Assume

$$d_F \leq \deg(p_F) \left( \frac{1 - v}{M} + v - u \right).$$

Let $\kappa \in \mathbb{N}^*$ be suitable. Then for any $c \in \mathcal{C}$ such that $H := G * c$ exists, one has $H \in T_a \setminus \kappa$.

**Proof.** Set $P \in \overline{R}_a$ such that $F = I_P(u)$. Then $G = I_P(v)$. By our assumptions, $v < u < 1$.

Define $c^* \in \mathcal{C}$ by $G * c^* = I_P(v + \frac{1}{\kappa})$. Then, from Statements 3.16 and 3.9, one has $\text{mult}(p_G, c^*) = \deg(p_F)$. Let $m := m_F$. Chose $N, N_0, \ldots, N_m \in \mathbb{Z}$ such that

$$M_F = N \deg(p_F) + N_0 \deg(p_{h_0,F}) + \cdots + N_m \deg(p_{h_m,F})$$

(cf. Statement 8.1). From Proposition 6.3 and Corollary 6.1, one has $F \prec G$. Define

$$p := p_G^N \prod_{j=1}^m p_{h_j,G}^N.$$
By Proposition 4.2 and by \( m < m_G \) one has that \( p = p^w \) for some \( w \in \mathbb{Q} \), and \( p \) is a rational function. From Statement 8.3, one has \( \text{mult}(p, c^*) = M \), therefore \( p \) is a polynomial. Since \( \text{mult}(p, c) \geq 1 \),

\[
\text{mult}(p_G, c) \geq \frac{\text{mult}(p_G, c^*)}{M} = \frac{\deg(p_F)}{M}.
\]

Therefore,

\[
d_H + (\pi(H) - 1) \deg(p_H) = d_G - \frac{\text{mult}(p_G, c)}{\nu} + (v + \frac{1}{\kappa} - 1) \text{mult}(p_G, c) = \\
d_G + (v - 1) \text{mult}(p_G, c) = d_F + (u - v) \deg(p_F) + (v - 1) \text{mult}(p_G, c) \leq \\
d_F + (u - v) \deg(p_F) + \frac{v - 1}{M} \text{mult}(p_G, c) \leq 0.
\]

Therefore, \( H \not\in T^a \), so by Statement 6.1, \( H \in T^a \). \qed

**Corollary 8.1.** Set \( F \in T^a \cap (V_a \setminus \{ (0, y) \}) \), and \( G := F^\circ \). Assume \( M_F = 1 \).

Then for any \( c \in \mathbb{C} \) such that \( G \ast c \) exists, one has \( G \ast c \in T^a \).

**Proposition 8.3.** Set \( F \in T^a \cap (V_a \setminus \{ (0, y) \}) \), and \( G := F^\circ \). Assume that for any \( H \in T^a \cap (V_a \setminus \{ (0, y) \}) \) one has \( G \neq H \), and assume \( M_F = 1 \).

Then we have the following properties:

(i) \( M_G = 1 \);

(ii) If \( G \neq (0, y) \), then \( p_G(\eta) = \Theta(\eta^\nu - c^\nu)^M \), for some \( c \in \mathbb{C}^* \), where \( \nu = \nu_G \neq 1 \);

(iii) \( p_G(\eta) = (\eta - c)^k \) for some \( k \in \mathbb{N}^* \) if \( G = (0, y) \).

**Proof.** By our assumptions and by Corollary 8.1, \( G \not\in V_{2,a} \). Therefore (i) follows from Statement 8.5.

Now we prove (ii). By our assumptions \( G \in V_{1,a} \setminus V_{2,a} \). Therefore, from Statements 3.16 and 3.18, one has \( \nu_G \neq 1 \), and (ii).

Finally, consider the case \( G = (0, y) \). Since \( G \not\in V_{2,a} \), and since \( \nu_G = 1 \), by Statement 3.16 we obtain (iii). \qed

**Proposition 8.4.** Let \((f, g)\) be a normalized counterexample of the Jacobian conjecture. Assume that \( T_{a,\text{pole}} = \{ G \} \). Then for any \( F \in T^a \cap V_a \) one has \( M_F \neq 1 \).

**Proof.** Assume indirectly, that our statement does not hold. Define the finite sequence \( F_0, \ldots, F_n \) in the following way:

(i) \( F_0 := F \);
(ii) If \( \mathcal{F}_j \) is defined, and \( \pi(\mathcal{F}_j) \neq 0 \), then set \( \mathcal{F}_{n+1} = \mathcal{F}^{\circ} \). Otherwise we stop.

From Propositions 6.7 and 6.8, we obtain \( \mathcal{F}_0, \ldots, \mathcal{F}_n \in \mathcal{T}_{\alpha} \). Therefore \( \mathcal{F}_n = (0,y) \). Set \( \mathcal{H} := \mathcal{F}_{n-1} \).

From Proposition 8.3, and by induction we have \( M_{\mathcal{H}} = 1 \). Set \( m = \mathcal{m}_{\mathcal{H}} \).

Set \( N, N_0, \ldots, N_m \in \mathbb{Z} \) such that

\[
1 = N \deg(p_{\mathcal{H}}) + N_0 \deg(p_{h_0,\mathcal{H}}) + \cdots + N_m \deg(p_{h_m,\mathcal{H}})
\]

(cf. Statement 8.1). Set

\[
(k,l) := N \left( \deg(p_{(0,y)}), d_{(0,y)} \right) + N_0 \left( \deg(p_{h_0,(0,y)}), d_{h_0(0,y)} \right) + \cdots + N_m \left( \deg(p_{h_m,(0,y)}), d_{h_m(0,y)} \right).
\]

From Corollary 6.1 and from Proposition 6.3, there exists \( w \in \mathbb{Q} \) such that \( (k,l) = w(k_f,l_f) \). Since \( d_{h,(0,y)} \in \mathbb{N} \) for any polynomial \( h(x,y) \) one gets \( k, l \in \mathbb{Z} \). Moreover,

\[
k = N \deg(p_{(0,y)}) + N_0 \deg(p_{h_0,(0,y)}) + \cdots + N_m \deg(p_{h_m,(0,y)})
\]

\[
= N \text{mult}(p_{(0,y)},c) + N_0 \text{mult}(p_{h_0,(0,y)},c) + \cdots + N_m \text{mult}(p_{h_m,(0,y)},c)
\]

\[
= N \deg(p_{\mathcal{H}},c) + N_0 \text{mult}(p_{h_0,\mathcal{H}},c) + \cdots + N_m \text{mult}(p_{h_m,\mathcal{H}},c) = 1.
\]

Therefore \( l \in \mathbb{N} \). This, however contradicts Theorem 6.1.

\[\square\]

9 Application

This section contains the main application of the results of the previous sections. In fact, we show that the Jacobian condition implies the invertibility when the topological degree of \((f,g)\) is less than 6. Orevkov and Domrina proved this statement when the topological degree is less than 5 (cf. [O 2], [D-O], [D]). In this section we give a new proof for these known results about the topological degree and also extend it to the topological degree 6.

**Proposition 9.1.** If \( \Lambda(\mathcal{F}) \leq 6 \), then all the possible multiplicity data for
\( \mathcal{F} \in T_{a,\text{pole}} \) is listed below:

<table>
<thead>
<tr>
<th></th>
<th>type</th>
<th>((D_\mathcal{F}, D_{g,\mathcal{F}}))</th>
<th>((\deg(p_\mathcal{F}),\deg(p_{g,\mathcal{F}})))</th>
<th>(\nu_\mathcal{F})</th>
<th>(\Lambda(\mathcal{F}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((2,3))</td>
<td>((2,3))</td>
<td>((2,3))</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>((2,3))</td>
<td>((2,3))</td>
<td>((2,3))</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>((2,3))</td>
<td>((4,6))</td>
<td>((2,3))</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>((2,3))</td>
<td>((2,3))</td>
<td>((4,6))</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>((3,4))</td>
<td>((3,4))</td>
<td>((3,4))</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>((2,5))</td>
<td>((2,5))</td>
<td>((2,5))</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>((2,5))</td>
<td>((2,5))</td>
<td>((6,15))</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>((3,5))</td>
<td>((3,5))</td>
<td>((6,10))</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>((4,5))</td>
<td>((4,5))</td>
<td>((4,5))</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>((5,6))</td>
<td>((5,6))</td>
<td>((5,6))</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Proof.

By Proposition 5.7 we obtain that the type of the multiplicity data is \((\alpha, \beta)\) where \(1 < \alpha < \beta \leq 6\) and \(\gcd(\alpha, \beta) = 1\).

First consider the type \((\alpha, \beta) = (2, 3)\). By (ii) of Statement 5.2, in this case \(\nu_\mathcal{F} \leq 3\). Therefore, by (19) one has \(D_{g,\mathcal{F}} \cdot \deg(p_\mathcal{F}) \leq 18\). By applying (i) of Statement 5.2, we have the following possibilities:

(i) \((D_\mathcal{F}, D_{g,\mathcal{F}}) = (2, 3)\) and \((\deg(p_\mathcal{F}),\deg(p_{g,\mathcal{F}})) = (2, 3)\);

(ii) \((D_\mathcal{F}, D_{g,\mathcal{F}}) = (4, 6)\) and \((\deg(p_\mathcal{F}),\deg(p_{g,\mathcal{F}})) = (2, 3)\);

(iii) \((D_\mathcal{F}, D_{g,\mathcal{F}}) = (6, 9)\) and \((\deg(p_\mathcal{F}),\deg(p_{g,\mathcal{F}})) = (2, 3)\);

(iv) \((D_\mathcal{F}, D_{g,\mathcal{F}}) = (2, 3)\) and \((\deg(p_\mathcal{F}),\deg(p_{g,\mathcal{F}})) = (4, 6)\);

(v) \((D_\mathcal{F}, D_{g,\mathcal{F}}) = (2, 3)\) and \((\deg(p_\mathcal{F}),\deg(p_{g,\mathcal{F}})) = (6, 9)\).

First consider (i). By Statement 5.2 one has \(\nu_\mathcal{F} = 2\) or \(\nu_\mathcal{F} = 1\). These two cases give (1) and (2) in the table.

Consider (ii). By Statement 5.2 one has \(\nu_\mathcal{F} = 1\) or \(\nu_\mathcal{F} = 2\). By (19) one has \(\nu_\mathcal{F} \neq 1\). Therefore, the only remaining case is provided by (3) in the table.

Consider (iii). By Statement 5.2 one has \(\nu_\mathcal{F} = 2\) or \(\nu_\mathcal{F} = 1\). By (19) one has \(\nu_\mathcal{F} > 2\), so we don’t obtain new case.

Consider (iv). By Statement 5.2 one has \(\nu_\mathcal{F} = 3\) or \(\nu_\mathcal{F} = 1\). By (19) one has \(\nu_\mathcal{F} \neq 1\). The remaining \(\nu_\mathcal{F} = 3\) case gives (4).

Consider (v). By Statement 5.2 one has \(\nu_\mathcal{F} = 2\) or \(\nu_\mathcal{F} = 1\). By (19) one has \(\nu_\mathcal{F} > 2\), so we don’t obtain new case.
Consider the type \((\alpha, \beta) = (3, 4)\). By (ii) of Statement 5.2, in this case \(\nu_F \leq 4\). Therefore, by (19) one has \(D_{g,F} \cdot \deg(p_F) \leq 24\).

By applying (i) of Statement 5.2, we have the following possibilities:

(i) \((D_F, D_{g,F}) = (3, 4)\) and \((\deg(p_F), \deg(p_{g,F})) = (3, 4)\);
(ii) \((D_F, D_{g,F}) = (6, 8)\) and \((\deg(p_F), \deg(p_{g,F})) = (3, 4)\);
(iii) \((D_F, D_{g,F}) = (3, 4)\) and \((\deg(p_F), \deg(p_{g,F})) = (6, 8)\).

Consider (i). By Statement 5.2 one has \(\nu_F = 3\) or \(\nu_F = 2\) or \(\nu_F = 1\). By (19) one has \(\nu_F \neq 1\). The remaining two cases give (5) and (6).

Consider (ii). By Statement 5.2 one has \(\nu_F = 3\) or \(\nu_F = 2\) or \(\nu_F = 1\). By (19) one has \(\nu_F > 3\), so we don’t obtain new case.

Consider (iii). By Statement 5.2 one has \(\nu_F = 1\). By (19) one has \(\nu_F \neq 1\), so we don’t obtain new case.

Consider the type \((\alpha, \beta) = (2, 5)\). By (ii) of Statement 5.2, in this case \(\nu_F \leq 5\). Therefore, by (19) one has \(D_{g,F} \cdot \deg(p_F) \leq 30\).

By applying (i) of Statement 5.2, we have the following possibilities:

(i) \((D_F, D_{g,F}) = (2, 5)\) and \((\deg(p_F), \deg(p_{g,F})) = (2, 5)\);
(ii) \((D_F, D_{g,F}) = (4, 10)\) and \((\deg(p_F), \deg(p_{g,F})) = (2, 5)\);
(iii) \((D_F, D_{g,F}) = (6, 15)\) and \((\deg(p_F), \deg(p_{g,F})) = (2, 5)\);
(iv) \((D_F, D_{g,F}) = (2, 5)\) and \((\deg(p_F), \deg(p_{g,F})) = (4, 10)\);
(v) \((D_F, D_{g,F}) = (2, 5)\) and \((\deg(p_F), \deg(p_{g,F})) = (6, 15)\).

Consider (i). By Statement 5.2 one has \(\nu_F = 2\) or \(\nu_F = 1\). By (19) one has \(\nu_F \neq 1\). The remaining \(\nu_F = 2\) case gives (7).

Consider (ii) and (iii). By Statement 5.2 one has \(\nu_F = 2\) or \(\nu_F = 1\). By (19) one has \(\nu_F > 2\), so we don’t obtain new case.

Consider (iv). By Statement 5.2 one has \(\nu_F = 1\). By (19) one has \(\nu_F \neq 1\), so we don’t obtain new case.

Consider (v). By Statement 5.2 one has \(\nu_F = 5\) or \(\nu_F = 2\) or \(\nu_F = 1\). By (19) one has \(\nu_F > 2\). The remaining \(\nu_F = 5\) case gives (8).

Consider the type \((\alpha, \beta) = (3, 5)\). By (ii) of Statement 5.2, in this case \(\nu_F \leq 5\). Therefore, by (19) one has \(D_{g,F} \cdot \deg(p_F) \leq 30\).

By applying (i) of Statement 5.2, we have the following possibilities:

(i) \((D_F, D_{g,F}) = (3, 5)\) and \((\deg(p_F), \deg(p_{g,F})) = (3, 5)\);
(ii) \((D_F, D_{g,F}) = (6, 10)\) and \((\deg(p_F), \deg(p_{g,F})) = (3, 5)\);
(iii) \((D_{\mathcal{F}}, D_{g,\mathcal{F}}) = (3, 5)\) and \((\deg(p_{\mathcal{F}}), \deg(p_{g,\mathcal{F}})) = (6, 10)\).

Consider (i) and (ii). By Statement 5.2 one has \(\nu_{\mathcal{F}} = 1\). By (19) one has \(\nu_{\mathcal{F}} \neq 1\), so we don’t obtain new case. Consider (iii). By Statement 5.2 one has \(\nu_{\mathcal{F}} = 5\) or \(\nu_{\mathcal{F}} = 3\) or \(\nu_{\mathcal{F}} = 1\). By (19) one has \(\nu_{\mathcal{F}} > 3\). The remaining \(\nu_{\mathcal{F}} = 5\) case gives (9).

Consider the type \((\alpha, \beta) = (4, 5)\). By (ii) of Statement 5.2, in this case \(\nu_{\mathcal{F}} \leq 5\). Therefore, by (19) one has \(D_{g,\mathcal{F}} \cdot \deg(p_{\mathcal{F}}) \leq 30\).

By applying (i) of Statement 5.2, we have the only possibility: 
\[(D_{\mathcal{F}}, D_{g,\mathcal{F}}) = (4, 5)\) and \((\deg(p_{\mathcal{F}}), \deg(p_{g,\mathcal{F}})) = (4, 5)\). By Statement 5.2 one has \(\nu_{\mathcal{F}} > 3\). The remaining \(\nu_{\mathcal{F}} = 5\) case gives (10).

Consider the type \((\alpha, \beta) = (5, 6)\). By (ii) of Statement 5.2, in this case \(\nu_{\mathcal{F}} \leq 6\). Therefore, by (19) one has \(D_{g,\mathcal{F}} \cdot \deg(p_{\mathcal{F}}) \leq 36\).

Therefore, by applying (i) of Statement 5.2, we have only one possibility: 
\[(D_{\mathcal{F}}, D_{g,\mathcal{F}}) = (5, 6)\) and \((\deg(p_{\mathcal{F}}), \deg(p_{g,\mathcal{F}})) = (5, 6)\). By Statement 5.2 one has \(\nu_{\mathcal{F}} = 5\) or \(\nu_{\mathcal{F}} = 2\) or \(\nu_{\mathcal{F}} = 1\). By (19) one has \(\nu_{\mathcal{F}} > 2\). The remaining \(\nu_{\mathcal{F}} = 5\) case gives (11). Since there are no remaining types, our proof is finished.

\[\square\]

\textbf{Notation 9.1.} Set \(\mathcal{F} \in V_a \cup T_{a}^{+}\). Define

\[Q(\mathcal{F}) := (D_{\mathcal{F}}, \deg(p_{\mathcal{F}}), \nu_{\mathcal{F}}, M_{\mathcal{F}}, \kappa_{\mathcal{F}}(1 - \pi(\mathcal{F}))).\]

\textbf{Statement 9.1.} Assume \(\mathcal{F} \in T_{a,pole}\). Then \(D_{\mathcal{F}} + D_{g,\mathcal{F}} = \kappa_{\mathcal{F}}(1 - \pi(\mathcal{F}))).\)

\[\textbf{Proof.}\] From Proposition 4.1 one has \(d_{\mathcal{F}} + d_{g,\mathcal{F}} = 1 - u\). Therefore, \(D_{\mathcal{F}} + D_{g,\mathcal{F}} = \kappa_{\mathcal{F}}(1 - u).\) \[\square\]

\textbf{Notation 9.2.} Set \(\mathcal{F} \in V_a \cap T_{a}^{\circ} \setminus \{(0, y)\}\) and \(\mathcal{G} := \mathcal{F}^\circ\). We say that \(\mathcal{G}\) is regular over \(\mathcal{F}\) if for any \(\mathcal{H} \in V_a \cap T_{a}^{\circ} \setminus \{(0, y)\}\) with \(\mathcal{H}^\circ = \mathcal{G}\) one has \(\mathcal{H} = \mathcal{F}\).

\textbf{Statement 9.2.} Let \(\mathcal{F} = (0, y)\). Then

(i) \(D_{\mathcal{F}} = d_{\mathcal{F}};\)

(ii) \(\nu_{\mathcal{F}} = 1;\)

(iii) \(\kappa_{\mathcal{F}}(1 - \pi(\mathcal{F})) = 1.\)
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Statement 9.3. Set $F \in T_{a} \cap V_{a}$. Assume $G := F + c^{*} \in T_{a}^{\prime}$. Set $G := I_{P}(v)$ for some $P \in R_{a} \setminus R_{a}$. Set $H = I_{P}(w)$ such that $H \in T_{a,cv}$. Then

$$\kappa_{H}(\pi(H) - 1) \geq \begin{cases} \frac{D_{F}}{\mu_{F}} - \kappa_{F}(\pi(F) - 1) & \text{if } c^{*} \neq 0 \\ \frac{\kappa_{F}(\pi(F) - 1)}{\nu_{F}} & \text{if } c^{*} = 0. \end{cases}$$  \hspace{1cm} (24)$$

**Proof.** Assume $F = I_{P}(u)$. Then, by Statement 3.11 one has $0 = d_{H} \geq d_{F} - (v - u)\mu_{F}(p_{F}, c^{*})$. Therefore $v - u \geq \frac{d_{F}}{\mu_{F}(p_{F}, c^{*})}$. Moreover, if $c \neq 0$, then evidently $\kappa_{H} \geq \kappa_{F}$. Therefore

$$\kappa_{H}(w - 1) \geq \kappa_{F}(w - 1) = \kappa_{F}(w - u) - \kappa_{F}(u - 1) \geq \frac{D_{F}}{\mu_{F}(p_{F}, c^{*})} - \kappa_{F}(\pi(F) - 1).$$

This proves our statement in the case $c^{*} \neq 0$. In the case $c^{*} = 0$ the same argument works, using the trivial inequality $\kappa_{H} \geq \frac{\kappa_{F}}{\nu_{F}}$. \qed

**Notation 9.3.** Set $F \in V_{a} \cap T_{a}$. Define

$$Y(F) := \{H : H \in T_{a,cv}, \exists P \in R_{a} \setminus R_{a}, F = I_{P}(u) \text{ and } H = I_{P}(\pi(H))\}.$$

Define

$$\lambda_{F} := \sum_{H \in Y(F)} \kappa_{H}(\pi(H) - 1).$$

**Statement 9.4.** Let $F_{1}, \ldots, F_{n} \in V_{a} \cap T_{a}^{\prime}$ be pairwise different. Assume that for $\psi \in \mathbb{N}$ one has $\psi l_{f} < k_{f}$. Then

$$\sum_{i=1}^{n} \lambda_{F_{i}} \leq td(f, g) - 1 - \psi.$$  \hspace{1cm} (25)

In particular,

$$\sum_{i=1}^{n} \lambda_{F_{i}} \leq td(f, g) - 2.$$  \hspace{1cm} (26)

**Proof.** Since $(0, x) \in T_{a}^{\prime}$, by Statement 7.3, there exists $G \in T_{a,cv} \cap T_{a,x}$. From Statement 3.11, one has $\pi(G) > \psi$. Therefore, $\kappa_{G}(\pi(G) - 1) > \psi - 1$. Since $\kappa_{G}(\pi(G) - 1) \in \mathbb{N}$, one has $\kappa_{G}(\pi(G) - 1) \geq \psi$.

Therefore, from Corollary 7.1 one has

$$\sum_{i=1}^{n} \lambda_{F_{i}} + \psi \leq td(f, g) - 1,$$

which is equivalent with our statement. \qed
Proposition 9.2. Set \( \mathcal{F} \in T_{a,\text{pole}} \). With recursion define the following finite sequence, \( \{\mathcal{F}_i\}_{i=0}^n \): Start with \( \mathcal{F}_0 := \mathcal{F} \). Assume that \( \mathcal{F}_i \) is already defined. There are two cases.

(i) \( \mathcal{F}_i \neq (0, y) \). Then set \( \mathcal{F}_{i+1} := \mathcal{F} \circ \).

(ii) \( \mathcal{F}_i = (0, y) \). Then we stop.

We call the sequence \( \mathcal{F}_0, \mathcal{F}_1, \ldots, \mathcal{F}_n = (0, y) \) the characteristic sequence of \( \mathcal{F} \).

Statement 9.5. Set \( \mathcal{F} \in T_{a,\text{pole}} \). Let \( \mathcal{F}_0, \ldots, \mathcal{F}_n \) be the characteristic sequence of \( \mathcal{F} \). Then

\[
\sum_{i=1}^n \lambda_{\mathcal{F}_i} \leq td(f, g) - 2.
\]

Proof. We apply Statement 9.4 for \( \mathcal{F}_0, \ldots, \mathcal{F}_n \). \( \square \)

Proposition 9.3. Let \( \mathcal{F}, \mathcal{G} \in V_a \cap T_{a} \) such that \( \mathcal{G} = \mathcal{F} + c \) for some \( c \in \mathbb{C} \). Set \( \pi(\mathcal{F}) = u, \pi(\mathcal{G}) = v \). Then there exists \( P \in \overline{R}_a \setminus R_a \) such that the Puiseux characteristics of \( P \) is \((\kappa, \beta_1, \ldots, \beta_s)\) and \( v = \alpha_j := \frac{\beta_j}{\kappa} \). Moreover, exactly one of the following four possibilities must hold:

(I) \( \mathcal{F} \in V_{2,a} \setminus V_{1,a} \);

(II) \( \mathcal{F} \in V_{1,a} \) and \( u = \alpha_{j-1} := \frac{\beta_{j-1}}{\kappa} \);

(III) \( \mathcal{F} \in V_{1,a} \) and \( u > \alpha_{j-1} := \frac{\beta_{j-1}}{\kappa} \);

(IV) \( \mathcal{F} = (0, y) \) and \( \mathcal{F} / \in V_{1,a} \cup V_{2,a} \).

In particular, via Proposition 8.1, in the cases (I) and (II), there exists \( n \in \mathbb{N}^* \) such that:

(a) \( u = v - \frac{n}{\kappa_G} \);

(b) \( \frac{\deg(p)}{\deg q} = \frac{D_G + n \deg(p_G)}{i(\kappa_G(1-v)+n)} \);

(c) \( D_{\mathcal{F}} = \frac{D_G + n \deg(p_G)}{\nu_G} \);

(d) \( \kappa_{\mathcal{F}}(1 - \pi(\mathcal{F})) = \frac{(1-\pi(\mathcal{G}))\nu_G + n}{\nu_G} \).

Assume (III) holds. Let \( \nu := \nu_{\mathcal{F}} \). Then there exists \( n \in \mathbb{N}^* \) such that:

(e) \( u = v - \frac{n}{\nu_G} \).
(f) \( \frac{\deg(p)}{\deg(q)} = \frac{\nu \deg G + n \deg(p_G)}{\nu_G(1-v) + n} \),

(g) \( D_F = \frac{\nu \deg G + n \deg(p_G)}{\nu_F} \),

(h) \( \kappa_F(1 - \pi(F)) = \frac{\nu(1 - \pi(G)) \kappa_G + n}{\nu_F} \).

Finally, if (IV) holds, then

(i) \( \nu_G = \kappa_G \);

(j) \( (1 - v) \kappa_G < \nu_G \);

(k) \( d_F = \frac{D_G + (\nu - (1 - v) \kappa_G) \deg(p_G)}{\nu_G} \in \mathbb{N} \);

(l) \( d_F < \deg(p_G) \);

(m) \( d_F \frac{M_G}{\deg(p_G)} \in \mathbb{N} \).

**Proof.** Property (a) is a consequence of the definition of \( V_a \). From (a) and Statement 3.17 one has

\[
D_F = \kappa_F d_F = \frac{\kappa_G}{\nu_G} (d_G + (v - u) \deg(p_G)) = \frac{D_G + n \deg(p_G)}{\nu_G},
\]

which gives (c).

From (a) one has

\[
\kappa_F(1 - \pi(F)) = \frac{\kappa_G}{\nu_G} (1 - u) = \frac{\kappa_G}{\nu_G} ((1 - v) + v - u) = \frac{(1 - \pi(G)) \kappa_G + n}{\nu_G},
\]

which proves (d). Moreover, (a), (c), (d) and Statement 8.2 imply (b). The remaining Statements can be proved the same way as above.

**Statement 9.6.** Set \( G \in T_a \). Assume that \( G^o := F \) is regular over \( G \) and \( Q(G) = (j, 2j, 3, 2, 5) \) for some \( j \in \mathbb{N}^* \). Then we have the following possibilities:

(i) \( M_F = 1 \);

(ii) \( \lambda_F \geq 3 \);

(iii) \( Q(F) = (7j, 21j, 7, 3, 5) \) and \( \lambda_F \geq 2 \);

(iv) \( Q(F) = (5j, 20j, 5, 4, 4) \) and \( \lambda_F \geq 2 \);

(v) \( Q(F) = ((6s + 3)j, (4s + 2)j, 2s + 1, 2, 3s + 3) \) and \( \lambda_F = 0 \).
Proof. Assume \( G = \mathcal{F} + c \) for some \( c \in \mathbb{C} \). We use the notations of Propositions 8.1 and 9.3. Since (j) does not hold, the case (IV) of Proposition 9.3 is impossible. Therefore, by Statement 3.16, \( p \) has more than one root.

By Statement 8.4 one has \( \text{mult}(p, c) \mid 2 \). From Statement 6.2 and from the regularity assumption we obtain that for any \( c' \in \mathbb{C} \setminus \{c\} \) such that \( \mathcal{F} * c \) exists, one has \( \text{mult}(p, c') < \text{mult}(p, c) \). Assume first that \( \text{mult}(p, c) = 1 \). Then by Statements 3.16 and 3.18 one has \( p(\eta) = \ominus(\eta^r - c^r) \) for some \( \nu = \nu_\mathcal{F} \). Therefore \( \deg(q) = \nu \nu + 1 \) for some \( n \in \mathbb{N}^* \). From (v) we obtain that \( M_\mathcal{F} = 1 \).

Assume \( \text{mult}(p, c) = 2 \). Then \( i = \frac{\deg(p_\mathcal{G})}{\deg(q)} \). Consider the case (I) of Proposition 9.3. Then \( p(\eta) = \ominus(\eta - c)^2(\eta - c_1) \cdots (\eta - c_k) \), and \( q(\eta) = \ominus(\eta - c)(\eta - c_1) \cdots (\eta - c_{k+l}) \) where \( l \in \mathbb{N}, c, c_1, \ldots, c_{k+l} \in \mathbb{C} \) are pairwise different. From Statement 3.16 one has \( k > 0 \). From Statement 8.2 one has \( l = 0 \). Therefore, by (v) of Proposition 8.1 we obtain \( M_\mathcal{F} = \gcd(k + 2, k + 1) = 1 \).

Consider (II). In this case \( \nu = \nu_\mathcal{F} > 1 \). Moreover, by Statement 3.18 we obtain that there are two possibilities:

(a) \( p(\eta) = \ominus(\eta' - c'^2(\eta' - c'_1) \cdots (\eta' - c'_k), \) and \( q(\eta) = \ominus(\eta - c)(\eta - c_1) \cdots (\eta - c_{k+l}) \) where \( l \in \mathbb{N}, c, c_1, \ldots, c_{k+l} \in \mathbb{C}^* \) and \( c', c'_1, \ldots, c'_{k+l} \) are pairwise different.

(b) \( p(\eta) = \ominus(\eta - c')^2(\eta' - c'_1) \cdots (\eta' - c'_k), \) and \( q(\eta) = \ominus(\eta - c)(\eta - c_1) \cdots (\eta - c_{k+l}) \) where \( l \in \mathbb{N}, c, c_1, \ldots, c_{k+l} \in \mathbb{C}^* \) and \( c', c'_1, \ldots, c'_{k+l} \) are pairwise different.

Consider (a). Assume \( k \neq 0 \). Then by Statement 8.2, \( l = 0 \). From (b) of Proposition 9.3 we obtain

\[
\frac{(k + 2) \nu}{(k + 1) \nu + 1} = \frac{\deg(p)}{\deg(q)} = \frac{D_\mathcal{G} + n \deg(p_\mathcal{G})}{i(\kappa_\mathcal{G}(1 - \nu) + n)} = 1 + 2n.
\]

From (d) of Proposition 9.3 we obtain \( n = 3m + 1 \) for some \( m \in \mathbb{N} \). By the former conditions, we are looking for solutions of the above Diophantine equation with variables \( k, n \in \mathbb{N}^* \) and \( \nu \in \mathbb{N}^* \setminus \{1\} \) and additional relation\( n = 3m + 1 \):

(A) \( k = 1, n = 10 \) and \( \nu = 7 \). Therefore \( \deg(p) = 21 \) and \( \deg(q) = 15 \);

(B) \( k = 1, n = 13 \) and \( \nu = 25 \). Therefore, \( \deg(p) = 75 \) and \( \deg(q) = 51 \);

(C) \( k = 2, n = 7 \) and \( \nu = 5 \). Therefore, \( \deg(p) = 20 \) and \( \deg(q) = 16 \).

Consider (A). We have

\[
D_\mathcal{F} = \kappa_\mathcal{F} d_\mathcal{F} = \frac{\kappa_\mathcal{G}}{\nu_\mathcal{G}} (d_\mathcal{G} + (v - u) \deg(p_\mathcal{G})) = \frac{D_\mathcal{G} + n \deg(p_\mathcal{G})}{\nu_\mathcal{F}} = 7j.
\]
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\[ \deg(p_F) = j \deg(p) = 21j. \]

\[ M_F = \gcd(\deg(p), \deg(q)) = 3. \]

\[ \kappa_F(1 - \pi(F)) = \frac{\kappa_G}{\nu_G} (1 - u) = \frac{\kappa_G}{\nu_G} ((1 - v) + v - u) = \frac{(1 - \pi(G))\kappa_G + n}{\nu_F} = 5. \]

Set \( G^* := F + c_1 \). Assume \( G^* = I_Q(v^*) \) for some \( Q \in \overline{R}_a \setminus R_a \) and \( v^* \in \mathbb{Q} \).

Since \( G^* \in T_a' \), there exists \( H = I_Q(w) \in T_{a,v} \). Moreover, from Statement 9.3 we obtain \( \lambda_F \geq 2 \). This gives (iii).

Consider (B). We have \( D_F = 9j, \deg(p_F) = 75j, M_F = 3 \) and \( \kappa_F(1 - \pi(F)) = 6 \). From Statement 9.3 we obtain \( \lambda_F \geq 3 \).

Consider (C). We have \( D_F = 5j \deg(p_F) = 20j, M_F = 4, \kappa_F(1 - \pi(F)) = 4 \). Since \( k = 2, \lambda_F \geq 2 \). This gives (iv)

Consider the case \( k = 0 \). Then \( \deg(p) = 2\nu, \deg(q) = (l + 1)\nu + 1 \). Therefore, by (v) of Proposition 8.1 one has \( M_F = \gcd(\deg(p), \deg(q)) = 1 \) or \( 2 \). Moreover, \( M_F = 2 \) if and only if \( l \) is even and \( \nu \) is odd. From (b) of Proposition 9.3 one has

\[ \frac{2\nu}{(l + 1)\nu + 1} = \frac{2n + 1}{n + 5}. \]

The solutions of this Diophantic equation with the assumptions above takes the form: \( l = 0, n = 9s + 4, \) and \( \nu = 2s + 1 \) for some \( s \in \mathbb{N} \). Consider (A).

From (c) of Proposition 9.3 one has \( D_F = (6s + 3)j \).

\[ \deg(p_F) = i \deg(p) = (4s + 2)j. \]

From (v) of Proposition 8.1 one has \( M_F = 2 \).

From (d) of Proposition 9.3 one has \( \kappa_F(1 - (\pi(F)) = 3s + 3 \). Since the only \( c^* \) for which \( F + c^* \ exists, \ is \ c \ one \ gets \ \lambda_F = 0 \). This gives (v).

Consider (b). Then by Statement 8.2 one has \( l = 0 \). In this case, by (v) of Proposition 8.1 one has \( M_F = \gcd(\deg(p), \deg(q)) = \gcd((k + 2)\nu + 1, (k + 1)\nu + 1) = 1 \).

Consider the type (III) of Proposition 9.3. Then by Statements 3.16 and 8.2 one has \( p(y) = \eta^2(\eta'' - \eta'_1) \ldots (\eta'' - \eta'_n) \) and \( q(y) = \eta(\eta'' - \eta'_1) \ldots (\eta'' - \eta'_n) \).

In this case, by (v) of Proposition 8.1 one has \( M_F = 1 \).

Since there are no remaining cases, our proof is finished. \( \Box \).

**Statement 9.7.** Set \( G \in T_a' \). Assume that \( F := G^* \) is regular over \( F \).

Assume that \( Q(G) = (j, 3j, 7, 3, 5) \). Then we have the following possibilities:

(i) \( M_G = 1 \);

(ii) \( \lambda_F \geq 1 \);

(iii) \( F = (0, y) \) and \( Q(F) = ((j, 3j, 1, M, 1) \) for some \( M \in \mathbb{N} \);
(iv) $Q(\mathcal{F}) = ((6s + 4)j, (9s + 6)j, 3s + 2, 3, 2s + 2)$.

**Proof.** Assume $G = \mathcal{F} + c$ for some $c \in \mathbb{C}$. We use the notations of Propositions 8.1 and 9.3. Consider first the case (IV) of Proposition 9.3. Then from (k) of Proposition 9.3 one has $d_\mathcal{F} = D_\mathcal{F} = 7j$. Moreover, $\deg(p_\mathcal{F}) = \deg(p_3) = 21j$. This gives (iii).

In any other cases, by Statement 3.16 one has that $p$ has more than one root. By Statement 8.4 one has that $\text{mult}(p, c) | 3$. From Statement 6.2 and from the regularity assumption we obtain that for any $c^* \in \mathbb{C} \setminus \{c\}$ such that $\mathcal{F} * c$ exists, one has $\text{mult}(p, c^*) < \text{mult}(p, c)$. Assume first $\text{mult}(p, c) = 1$. Then by Statements 3.16 and 3.18 one has $p(\eta) = \eta(\eta^\nu - c^\nu)$ for some $\nu = \nu_\mathcal{F}$. Therefore $\deg(q) = n\nu + 1$ for some $n \in \mathbb{N}^*$. From (v) we obtain that $M_\mathcal{F} = 1$.

Assume $\text{mult}(p, c) = 3$. Then $i = j$.

Consider the case (I) of Proposition 9.3. Then $p(\eta) = \ominus(\eta - c_1) \cdots (\eta - c_k)$ for some $k \in \mathbb{N}$ and $c_1, \ldots, c_k \in \mathbb{C}\{c\}$ pairwise different points. In this case $\mathcal{F} + c_1 \in T_\alpha'$. Therefore $\lambda_\mathcal{F} \geq 1$.

Consider the case (II) of Proposition 9.3. In this case $\nu := \nu_\mathcal{F} > 1$. Moreover, by Statement 3.18 we obtain that there are two possibilities:

(a) $p(\eta) = \ominus(\eta^\nu - c^\nu)(\eta^\nu - c_1^\nu) \cdots (\eta^\nu - c_k^\nu)$, and $q(\eta) = \ominus(\eta^\nu - c^\nu)(\eta^\nu - c_1^\nu) \cdots (\eta^\nu - c_{k+l}^\nu)$ where $l \in \mathbb{N}$, $c, c_1, \ldots, c_k \in \mathbb{C}^*$ and $c^\nu, c_1^\nu, \ldots, c_k^\nu$ are pairwise different.

(b) $p(\eta) = \ominus(\eta^\nu - c^\nu)(\eta^\nu - c_1^\nu) \cdots (\eta^\nu - c_k^\nu)$, and $q(\eta) = \ominus(\eta^\nu - c^\nu)(\eta^\nu - c_1^\nu) \cdots (\eta^\nu - c_{k+l}^\nu)$ where $l \in \mathbb{N}$, $c, c_1, \ldots, c_{k+l} \in \mathbb{C}^*$ and $c^\nu, c_1^\nu, \ldots, c_{k+l}^\nu$ are pairwise different.

Consider (a). Then in the case $k > 0$ one has $\lambda_\mathcal{F} \geq 1$. Assume $k = 0$. Then (b) of Proposition 9.3 gives

$$\frac{3\nu}{(l + 1)\nu + 1} = \frac{1 + 3n}{5 + n}.$$ From (d) of Proposition 9.3 one has $n = 7m + 2$ for some $m \in \mathbb{N}$. The above Diophantine equation has the following solution with the condition above: $l = 0$, $n = 14s + 9$ and $\nu = 3s + 2$ for some $s \in \mathbb{N}$. Therefore $\deg(p) = 9s + 6$, $\deg(q) = 3s + 3$. In this case (c) of Proposition 9.3 gives $D_\mathcal{F} = (6s + 4)j$. Moreover, $\deg(p_\mathcal{F}) = (9s + 6)j$ and from (v) of Proposition 8.1 one has $M_\mathcal{F} = 3$. By (d) of Proposition 9.3 one has $\kappa_\mathcal{F}(1 - \pi(\mathcal{F})) = 2s + 2$. This gives (iv).

In the case (b) $\mathcal{F} + 0 \in T_\alpha'$, therefore $\lambda_\mathcal{F} \geq 1$.

In the case (III) of Proposition 9.3 there exists $c^* \in \mathbb{C}^*$ such that $\mathcal{H} := \mathcal{F} + c^*$ exists. By the regularity condition, $\mathcal{H} \in T_\alpha'$. Therefore $\lambda_\mathcal{F} \geq 1$. Since there are no remaining cases, our proof is finished. \qed
Statement 9.8. Set $G \in T_{a^4}$. Assume that $F := G^\circ$ is regular over $F$. Assume that $Q(G) = (j, 4j, 5, 4, 4)$. Then we have the following possibilities:

(i) $M_G = 1$;

(ii) $\lambda_F \geq 1$;

(iii) $F = (0, y)$ and $Q(F) = ((j, 4j, 5, 4, 4)$ for some $M \in \mathbb{N}$;

(iv) $Q(G) = ((12s + 9)j, (16s + 12)j, 4s + 3, 4, 3s + 3)$.

Proof. Assume $G = F + c$ for some $c \in C$. We use the notations of Propositions 8.1 and 9.3. Consider first the case (IV) of Proposition 9.3. Then from (k) of Proposition 9.3 one has $d_F = D_F = j$. Moreover, $\deg(p_F) = \deg(p_G) = 4j$. This gives (iii).

In any other cases, by Statement 3.16 one has that $p$ has more than one root. The same way as in Statement 9.7 can be seen that both the cases (I) and (III) of Proposition 9.3 imply $\lambda_F \geq 1$.

Consider the case (II) of Proposition 9.3. In this case $\nu := \nu_F > 1$. By Statement 8.4 one has that $\mult(p, c) \nmid 4$. From Statement 6.2 and from the regularity assumption we obtain that for any $c^* \in C \setminus \{c\}$ such that $F \ast c$ exists, one has $\mult(p, c^*) < \mult(p, c)$. Assume first $\mult(p, c) = 1$. Then by Statements 3.16 and 3.18 one has $p(\eta) = (q_F - c^\nu)^2$ for some $\nu = \nu_F$. Therefore $\deg(q) = n\nu + 1$ for some $n \in \mathbb{N}^*$. From (v) we obtain that $M_F = 1$.

Assume $\mult(p, c) = 2$. Then $i = 2j$.

In the case $\lambda_F = 0$, by Statement 3.18 we obtain $p(\eta) = (q_F - c^\nu)^4$, and $q(\eta) = \eta(\eta^* - c^\nu)(\eta^* - c_1^\nu) \cdots (\eta^* - c_l^\nu)$ where $l \in \mathbb{N}$, $c, c_1, \ldots, c_l \in C^*$ and $c^\nu, c_1^\nu, \ldots, c_l^\nu$ are pairwise different. In the case $l = 0$ from (v) of Proposition 8.1 we obtain $M_F = 1$. From (b) of Proposition 9.3 one has

$$\frac{2\nu}{(l + 1)\nu + 1} = \frac{1}{8} + \frac{n}{2n}.$$  

From (d) of Proposition 9.3 one has $n = 5m + 1$ for some $m \in \mathbb{N}$. The above Diophantine equation has no solution with the conditions $n = 5m + 1$ and $l > 0$.

Consider the case $\mult(p, c) = 4$. In the case $\lambda_F = 0$, by Statement 3.18 we obtain $p(\eta) = (q_F - c^\nu)^4$, and $q(\eta) = \eta(\eta^* - c^\nu)(\eta^* - c_1^\nu) \cdots (\eta^* - c_l^\nu)$ where $l \in \mathbb{N}$, $c, c_1, \ldots, c_l \in C^*$ and $c^\nu, c_1^\nu, \ldots, c_l^\nu$ are pairwise different.

In the case $l = 0$ from (v) of Proposition 8.1 we obtain $M_F = 1$. From (b) of Proposition 9.3 one has

$$\frac{2\nu}{(l + 1)\nu + 1} = \frac{1}{8} + \frac{n}{2n}.$$  
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From (d) of Proposition 9.3 one has \( n = 5m + 1 \). The above Diophantic equation has the following solution: \( l = 0, n = 15s + 11 \) and \( \nu = 4s + 3 \) for some \( s \in \mathbb{N} \). Therefore \( \deg(p) = 16s + 12, \deg(q) = 4s + 4 \). In this case (c) of Proposition 9.3 gives \( D_F = (12s + 9)j \). Moreover, \( \deg(p_F) = (16s + 12)j \) and from (v) of Proposition 8.1 one has \( M_F = 4 \). By (d) of Proposition 9.3 one has \( \kappa_F(1 - \pi(F)) = 3s + 3 \). This gives (iv).

Since there are no remaining cases, our proof is finished. \( \square \)

**Statement 9.9.** Set \( G \in T_{a} \). Assume that \( F := G \circ c \) is regular over \( F \). Assume that \( Q(G) = ((12s + 9)j, (16s + 12)j, 4s + 3, 4, 3s + 3) \). Then we have the following possibilities:

(i) \( M_G = 1 \);

(ii) \( \lambda_F \geq 1 \);

(iii) \( F = (0,y) \) and \( Q(F) = ((4s + 3)j, (16s + 12)j, 1, M, 1) \) for some \( M \in \mathbb{N} \).

**Proof.** Assume \( G = F + c \) for some \( c \in \mathbb{C} \). We use the notations of Propositions 8.1 and 9.3. Consider first the case (IV) of Proposition 9.3. Then from (k) of Proposition 9.3 one has \( d_F = D_F = (4s + 3)j \). Moreover, \( \deg(p_F) = \deg(p_G) = (16s + 12)j \). This gives (iii).

In any other cases, by Statement 3.16 one has that \( p \) has more than one root.

The same way as in Statement 9.7 can be seen that both the cases (I) and (III) of Proposition 9.3 imply \( \lambda_F \geq 1 \).

Consider the case (II) of Proposition 9.3. In this case \( \nu := \nu_F > 1 \). By Statement 8.4 one has that \( \mu(p,c) = 4 \). From Statement 6.2 and from the regularity assumption we obtain that for any \( c^* \in \mathbb{C} \setminus \{c\} \) such that \( F \ast c \) exists, one has \( \mu(p,c^*) < \mu(p,c) \). Assume first \( \mu(p,c) = 1 \). Then by Statements 3.16 and 3.18 one has \( p(\eta) = \oplus(\eta^\nu - c^\nu) \) for some \( \nu = \nu_F \).

Therefore \( \deg(q) = n\nu + 1 \) for some \( n \in \mathbb{N}^* \). From (v) we obtain that \( M_F = 1 \).

Assume \( \mu(p,c) = 2 \). Then \( i = 2j(4s + 3) \).

In the case \( \lambda_F = 0 \), by Statement 3.18 we obtain \( p(\eta) = \oplus(\eta^\nu - c^\nu)^2 \), and \( q(\eta) = \oplus\eta(\eta^\nu - c^\nu)(\eta^\nu - c_1^\nu) \cdots (\eta^\nu - c_l^\nu) \) where \( l \in \mathbb{N}, c, c_1, \ldots, c_l \in \mathbb{C}^* \) and \( c^\nu, c_1^\nu, \ldots, c_l^\nu \) are pairwise different. From (b) of Proposition 9.3 one has

\[
\frac{2\nu}{(l + 1)\nu + 1} = \frac{3 + 4n}{2(3s + 3 + n)} = \frac{3 + 4s + 4m(4s + 3)}{2(4s + 3 + (4s + 3)m)} = \frac{4m + 1}{2m + 2},
\]

since from (d) of Proposition 9.3 one has \( n = s + m(4s + 3) \) for some \( m \in \mathbb{N} \). The above Diophantic equation has no solution.
Consider the case \( \text{mult}(p, c) = 4 \). Then \( i = j(4s + 3) \). In the case \( \lambda_{\mathcal{F}} = 0 \), by Statement 3.18 we obtain \( p(\eta) = \ominus(\eta^n - c^n)^4 \), and \( q(\eta) = \ominus\eta(\eta^n - c^n)(\eta^n - c_1^n)\cdots(\eta^n - c_l^n) \) where \( l \in \mathbb{N} \), \( c, c_1, \ldots, c_l \in \mathbb{C}^* \) and \( c^n, c_1^n, \ldots, c_l^n \) are pairwise different.

From (b) of Proposition 9.3 one has

\[
\frac{4\nu}{(l+1)\nu + 1} = \frac{3 + 4n}{3s + 3 + n} = \frac{3 + 4s + 4m(4s + 3)}{4s + 3 + (4s + 3)m} = \frac{4m + 1}{m + 1},
\]

since from (d) of Proposition 9.3 one has \( n = s + m(4s + 3) \) for some \( m \in \mathbb{N} \).

The above Diophantic equation has no solution.

Since there are no remaining cases, our proof is finished.

**Statement 9.10.** Set \( G \in T_\alpha^\gamma \). Assume that \( \mathcal{F} := G^\circ \) is regular over \( \mathcal{F} \). Assume that \( Q(G) = ((6s + 4)j, (9s + 6)j, 3s + 2, 3, 2s + 2) \). Then we have the following possibilities:

(i) \( M_G = 1 \);

(ii) \( \lambda_{\mathcal{F}} \geq 1 \);

(iii) \( \mathcal{F} = (0, y) \) and \( Q(\mathcal{F}) = (((3s + 2)j, (9s + 6)j, 1, M, 1) \) for some \( M \in \mathbb{N} \);

(iv) \( Q(G) = ((12s + 9)j, (16s + 12)j, 4s + 3, 4, 3s + 3) \).

**Proof.**

Assume \( G = \mathcal{F} + c \) for some \( c \in \mathbb{C} \). We use the notations of Propositions 8.1 and 9.3. Consider first the case (IV) of Proposition 9.3. Then from (k) of Proposition 9.3 one has \( d_{\mathcal{F}} = D_{\mathcal{F}} = (3s + 2)j \). Moreover, \( \deg(p_{\mathcal{F}}) = \deg(p_G) = (9s + 6)j \). This gives (iii).

In any other cases, by Statement 3.16 one has that \( p \) has more than one root.

The same way as in Statement 9.7 can be seen that both the cases (I) and (III) of Proposition 9.3 imply \( \lambda_{\mathcal{F}} \geq 1 \).

Consider the case (II) of Proposition 9.3. In this case \( \nu := \nu_{\mathcal{F}} > 1 \). By Statement 8.4 one has that \( \text{mult}(p, c) \mid 3 \). From Statement 6.2 and from the regularity assumption we obtain that for any \( c^* \in \mathbb{C} \setminus \{c\} \) such that \( \mathcal{F} * c^* \) exists, one has \( \text{mult}(p, c^*) < \text{mult}(p, c) \). Assume first \( \text{mult}(p, c) = 1 \). Then by Statements 3.16 and 3.18 one has \( p(\eta) = \ominus(\eta^n - c^n) \) for some \( \nu = \nu_{\mathcal{F}} \). Therefore \( \deg(q) = l\nu + 1 \) for some \( l \in \mathbb{N}^* \). From (v) we obtain that \( M_{\mathcal{F}} = 1 \). Assume \( \text{mult}(p, c) = 3 \). Then \( i = j(3s + 2) \).
In the case $\lambda_F = 0$, by Statement 3.18 we obtain $p(\eta) = \ominus(\eta^\nu - c^\nu)^3$, itttt and $q(\eta) = \ominus\eta(\eta^\nu - c^\nu)(\eta^\nu - c_1^\nu)\cdot\cdot\cdot(\eta^\nu - c_l^\nu)$ where $l \in \mathbb{N}$, $c, c_1, \ldots, c_l \in \mathbb{C}^*$ and $c^\nu, c_1^\nu, \ldots, c_l^\nu$ are pairwise different. From (b) of Proposition 9.3 one has

$$
\frac{3\nu}{(l + 1)\nu + 1} = \frac{2 + 3n}{2s + 2 + n} = \frac{3s + 2 + 3m(3s + 2)}{3s + 2 + (3s + 2)m} = \frac{3m + 1}{m + 1},
$$

since from (d) of Proposition 9.3 one has $n = s + m(3s + 2)$ for some $m \in \mathbb{N}$. The above Diophantic equation has no solution.

Since there are no remaining cases, our proof is finished. \qed

**Statement 9.11.** Set $G \in T_\nu^*$. Assume that $G^* := F$ is regular over $G$ and $Q(G) = ((6s + 3)j, (4s + 2)j, 2s + 1, 2, 3s + 3)$ for some $j \in \mathbb{N}^*$. Then we have the following possibilities:

(i) $M_F = 1$;

(ii) $\lambda_F \geq 3$;

(iii) $Q(F) = (5(2s + 1)j, 20(2s + 1)j, 5, 4, 4)$ and $\lambda_F \geq 2$;

(iv) $Q(F) = (7(2s + 1)j, 21(2s + 1)j, 7, 3, 5)$ and $\lambda_F \geq 2$;

(v) $Q(F) = (3(2s + 1)(2\phi + 1)j, 2(2s + 1)(2\phi + 1)j, 2\phi + 1, 2, 3\phi + 3)$ and $\lambda_F = 0$.

**Proof.** Assume $G = F + c$ for some $c \in \mathbb{C}$. We use the notations of Propositions 8.1 and 9.3. Since (j) does not hold, the case (IV) of Proposition 9.3 is impossible. Therefore, by Statement 3.16, $p$ has more than one root.

By Statement 8.4 one has $\text{mult}(p, c) \mid 2$. From Statement 6.2 and from the regularity assumption we obtain that for any $c^* \in \mathbb{C} \setminus \{c\}$ such that $F * c$ exists, one has $\text{mult}(p, c^*) < \text{mult}(p, c)$. Assume first that $\text{mult}(p, c) = 1$. Then by Statements 3.16 and 3.18 one has $p(\eta) = \ominus(\eta^\nu - c^\nu)$ for some $\nu = \nu_F$. Therefore $\deg(q) = n\nu + 1$ for some $n \in \mathbb{N}^*$. From (v) we obtain that $M_F = 1$.

Assume $\text{mult}(p, c) = 2$. Then $i = \frac{\deg(pq)}{M_g} = (2s + 1)j$. Consider the case (I) of Proposition 9.3. Then $p(\eta) = \ominus(\eta - c)^2(\eta - c_1)\cdot\cdot\cdot(\eta - c_k)$, and $q(\eta) = \ominus(\eta - c)(\eta - c_1)\cdot\cdot\cdot(\eta - c_{k+l})$ where $l \in \mathbb{N}$, $c, c_1, \ldots, c_{k+l} \in \mathbb{C}$ are pairwise different. From Statement 3.16 one has $k > 0$. From Statement 8.2 one has $l = 0$. Therefore, by (v) of Proposition 8.1 we obtain $M_F = \gcd(k + 2, k + 1) = 1$.

Consider (II). In this case $\nu = \nu_F > 1$. Moreover, by Statement 3.18 we obtain that there are two possibilities:
Consider (A). Assume \( k \neq 0 \). Then by Statement 8.2, \( l = 0 \). From (b) of Proposition 9.3 we obtain
\[
\frac{(k + 2)\nu}{(k + 1)\nu + 1} = \frac{3 + 2n}{3s + 3 + n} = \frac{(2s + 1)(2m + 1)}{(2s + 1)(m + 2)} = \frac{2m + 1}{m + 2},
\]
since from (d) of Proposition 9.3 we obtain \( n = (2s + 1)m + s - 1 \) for some \( m \in \mathbb{N} \).

The solutions of the above Diophantine equation with variables \( k \in \mathbb{N}^*, \)
\( m \in \mathbb{N} \), \( \nu \in \mathbb{N}^* \setminus \{1\} \) are the following:

(A) \( k = 2 \), \( m = 2 \) and \( \nu = 5 \). Therefore \( n = 5s + 1 \), \( \deg(p) = 20 \) and
\( \deg(q) = 16 \);

(B) \( k = 1 \), \( m = 3 \) and \( \nu = 7 \). Therefore \( n = 7s + 2 \), \( \deg(p) = 21 \) and
\( \deg(q) = 15 \);

Consider (A). From (c) of Proposition 9.3 one has \( D_{\mathcal{F}} = (10s + 5)j = 5(2s + 1)j \).
\( \deg(p_{\mathcal{F}}) = i \deg(p) = 20(2s + 1)j \).
From (v) of Proposition 8.1 one has \( M_{\mathcal{F}} = \gcd.(\deg(p), \deg(q)) = 4 \).
From (d) of Proposition 9.3 one has \( \kappa_{\mathcal{F}}(1 - \pi(\mathcal{F})) = 4 \). Since \( k = 2 \), one has \( \lambda_{\mathcal{F}} \geq 2 \). This gives (iii).

Consider (B). The same way as above, we have \( D_{\mathcal{F}} = (14s + 7)j \), \( \deg(p_{\mathcal{F}}) = 21(2s + 1)j \), \( M_{\mathcal{F}} = 3 \) and \( \kappa_{\mathcal{F}}(1 - \pi(\mathcal{F})) = 5 \).

We may assume that \( \mathcal{F} + c_1 \) exists. Set \( \mathcal{G}^* := \mathcal{F} + c_1 \). Assume \( \mathcal{G}^* = I_Q(v^*) \) for some \( Q \in R_a \setminus R_a \) and \( v^* \in \mathbb{Q} \). Since \( \mathcal{G}^* \in T_{a'}^r \), there exists \( \mathcal{H} = I_Q(w) \in T_{a,cv} \). Moreover, from Statement 9.3 we obtain \( \lambda_{\mathcal{F}} \geq 2 \). This gives (iv).

Consider the case \( k = 0 \). Then \( \deg(p) = 2\nu \), \( \deg(q) = (l + 1)\nu + 1 \).
Therefore, by (v) of Proposition 8.1 one has \( M_{\mathcal{F}} = \gcd.(\deg(p), \deg(q)) = 1 \) or \( 2 \). Moreover, \( M_{\mathcal{F}} = 2 \) if and only if \( l \) is even and \( \nu \) is odd. From (b) of Proposition 9.3 one has
\[
\frac{2\nu}{(l + 1)\nu + 1} = \frac{3 + 2n}{3s + 3 + n} = \frac{(2s + 1)(2m + 1)}{(2s + 1)(m + 2)} = \frac{2m + 1}{m + 2}.
\]
since from (d) of Proposition 9.3 we obtain \( n = (2s + 1)m + s - 1 \) for some \( m \in \mathbb{N} \).

The solution of this Diophantic equation with the assumption \( \nu \in \mathbb{N}^* \setminus \{1\} \) takes the form: \( l = 0, m = 3\phi + 1, \nu = 2\phi + 1 \) for some \( \phi \in \mathbb{N}^* \). Therefore \( n = (2s + 1)(3\phi + 1) + s - 1 \) From (c) of Proposition 9.3 one has \( D_F = (2s + 1)(6\phi + 3)j \).

\[ \deg(p_F) = i \deg(p) = 2(2s + 1)(2\phi + 1)j. \]

From (d) of Proposition 9.3 one has \( \kappa_F(1 - (\pi(F))) = 3\phi + 3 \). Since the only \( c^* \) for which \( F + c^* \) exists, is \( c \) one gets \( \lambda_F = 0 \). This gives (v).

Consider (b). Then by Statement 8.2 one has \( l = 0 \). In this case, by (v) of Proposition 8.1 one has \( M_F = \gcd.(\deg(p), \deg(q)) = \gcd.((k + 2)\nu + 1, (k + 1)\nu + 1) = 1 \).

Consider the type (III) of Proposition 9.3. Then by Statements 3.16 and 8.2 one has \( p(\eta) = \eta^2(\eta^{\nu} - c_1^\nu) \ldots (\eta^{\nu} - c_k^\nu) \) and \( q(\eta) = \eta(\eta^{\nu} - c_1^\nu) \ldots (\eta^{\nu} - c_k^\nu) \)

In this case, by (v) of Proposition 8.1 one has \( M_F = 1 \).

Since there are no remaining cases, our proof is finished.

**Statement 9.12.** Let \((f, g)\) be a normalized counterexample of the Jacobian conjecture. Assume that \( T_{a, \text{pole}} = \{F\} \). Then \( F \in FP_{a, \text{pole}} \) cannot have type (3) of Proposition 9.1.

**Proof.** Assume indirectly that \( F \) has type (3). Then \( td(f, g) = 4 \). Consider the characteristic sequence \( F_0, \ldots, F_n \).

From Statements 9.6, 9.7, 9.8, 9.9, 9.10 and 9.11 we obtain that either the characteristic sequence has an element \( F_j \) with \( M_{F_j} = 1 \), or (26) does not hold. The first case contradicts Proposition 8.4, the second contradicts Statement 9.4.

**Theorem 9.1.** Assume that \((f, g)\) is a counterexample of the Jacobian conjecture. Then \( td(f, g) \geq 6 \).

**Proof.** Since the topological degree is invariant under composition with automorphisms, we may assume that \((f, g)\) is a normalized.

By Propositions 9.1 and by Statement 9.12 one has \( td(f, g) \geq 6 \).
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10 Summary

Set $f, g : \mathbb{C}^2 \rightarrow \mathbb{C}$ polynomials. We say that $(f, g)$ is a Jacobian pair if its Jacobian determinant is a non-zero constant. The plane Jacobian conjecture asserts that any Jacobian pair is an automorphism of $\mathbb{C}^2$.

For any polynomials $f, g : \mathbb{C}^2 \rightarrow \mathbb{C}$ one can find $d \in \mathbb{N}$, such that $\#(f, g)^{-1}(z) = d$ for generic $z \in \mathbb{C}^2$. This number $td(f, g) := d$ is called the topological degree of $(f, g)$.

Orevkov and Domrina proved that if $(f, g)$ is a counterexample of the Jacobian conjecture, then $td(f, g) \neq 3$ and $td(f, g) \neq 4$ cf. [O2], [D] and [D-O].

The main result of this thesis is:

Theorem 9.1 Assume that $(f, g)$ is a counterexample of the plane Jacobian conjecture. Then $td(f, g) \geq 6$. 
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11 Összefoglalás

Legyenek \( f, g : \mathbb{C}^2 \to \mathbb{C} \) polinomok. Azt mondjuk, hogy \( (f, g) \) egy Jacobi pár, ha Jacobi determinánsuk nem zéró konstans. A kétdimenziós Jacobi sejtés azt mondja ki, hogy bármely Jacobi pár \( \mathbb{C}^2 \) automorfizmusa.

Tetszőleges \( f, g : \mathbb{C}^2 \to \mathbb{C} \) polinomhoz található olyan \( d \in \mathbb{N} \), amelyre \( \#(f, g)^{-1}(z) = d \) bármely generikus \( z \in \mathbb{C}^2 \) esetén. Az e módon definiált \( d \) számot az \( (f, g) \) topológiai fokának nevezzük.

Orevkov és Domrina bebizonyították, hogy amennyiben létezne a Jacobi sejtésre ellenpélda, akkor annak topológiai foka nem lehet 3 és nem lehet 4 ld. [O2], [D] és [D-O].

Az értékezés fő eredménye a 9.1-es tétel, mely szerint amennyiben létezne a Jacobi sejtésre ellenpélda, akkor annak topológiai foka legalább 6 kell, hogy legyen.
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