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Chapter 1

Introduction

The central objective of particle physics is to study the basic building blocks of matter, and to explore the way they bind together and interact with each other. Based on the interaction type one can distinguish between four different forces acting on the elementary particles: these are the gravitational, electromagnetic, weak and strong interactions. While a proper quantum description of gravity is not yet established, the latter three interactions are summarized in the structure which is called the Standard Model. The sector of the Standard Model that covers the strong force is described by a theory called Quantum Chromodynamics (QCD). The elementary particles of QCD notably differ from those of e.g. the electromagnetic interaction: they cannot be observed directly in nature. These particles – quarks and gluons – only show up as constituents of hadrons like the proton or the neutron.

On the other hand, according to QCD, in certain situations quarks are no longer confined inside hadrons. One of the most important properties of QCD is asymptotic freedom, which implies that the interaction between quarks vanishes at asymptotically high energies. Due to asymptotic freedom, under extreme circumstances – namely, at very high temperature or density – quarks can be liberated from confinement. At this point a plasma of quarks and gluons comes to life that is substantially different as compared to the system of confined hadrons. This plasma state is referred to as the quark-gluon plasma (QGP).

1.1 The quark-gluon plasma

There are two situations in which QGP is believed to exist (or have existed): first in the early Universe and second in heavy ion collisions. In both cases the temperature – and with it the average kinetic energy of quarks – is high enough to overcome the confining potential that is
present inside hadrons and due to this the very different plasma state can be formed. For the case of the early Universe this plasma state was realized until about $10^{-5}$ seconds after the Big Bang, when the temperature sank below a critical temperature $T_c \sim 200$ MeV$^1$. The properties of the transition between the ‘hot’, deconfined QGP and the ‘cold’, confined hadrons play a very important role in the understanding of the early Universe [1]. The two above forms of strongly interacting matter can be thought of as phases in the sense that the dominant degrees of freedom in them are very different: colorless$^2$ hadrons in the cold, and colored objects in the hot phase. In accordance with this, the transition can be treated as a phase transition in the statistical physical sense.

One of the most important properties of the transition is its nature. We define a transition to be of first order if there is a discontinuity in the first derivative of the thermodynamic potential. For a second-order transition there is a jump in the second derivative, i.e. the first derivative is not continuously differentiable. For an analytic transition no such singularities occur, one may refer to such a process as being a crossover. In the case of a first-order phase transition – like the boiling of water – the quark-gluon plasma would reach a super-cooled state in which smaller bubbles of the favored, cold phase can appear. As the system aspires towards the minimum of the free energy, the large enough (supercritical) bubbles can further grow and after a while merge with each other (see illustration in figure 1.1, taken from [2]). This process can be treated as a jump through a potential barrier from a local minimum to a deeper minimum; from a so-called false vacuum to the real vacuum. On the other hand the transition can also be continuous (second order or crossover) – in this case no such bubbles are created and the transition between the two phases occurs uniformly.

The cosmological significance of the above phenomenon is that if such bubbles indeed appeared then at the phase boundaries specific reactions can take place that one would be able to observe in the cosmic radiation. Such a transition may also have a strong effect on nucleosynthesis. The boundaries of the bubbles can furthermore collide and as a result produce gravitational waves that may also be

---

$^1$This is equivalent to about $10^{12}$ degrees Celsius.

$^2$The analogue of charge in QCD is called color, see section 2.1.
detected [3]. According to lattice calculations of QCD however, the transition from QGP to confined, hadronic matter is much likely to be an analytic crossover [4]. This means that the transition goes down continuously as illustrated in figure 1.2.

![Illustration of a crossover transition. Mesons (quark-antiquark bounded states) and hadrons (three-quark bounded states) appear continuously while the Universe cools down to its cold phase.](image)

The QCD transition plays a very relevant role also from the point of view of heavy ion collisions. It is now widely accepted that in high energy collisions of heavy ions conditions resembling the early Universe can be generated and the plasma phase of quarks can be recreated. Recently, in a collision of gold nuclei at the Relativistic Heavy Ion Collider (RHIC), an initial temperature beyond 200 MeV was reached [5]. There are also further signals indicating that the QGP has indeed been created. One of these signals is the phenomenon of jet quenching. A jet is a beam of secondary particles that originates from the high-momentum quark that was broken out of the incoming protons or neutrons. Interactions between the jet and the hot, dense medium produced in the collision are expected to lead to a loss of the jet energy. Evidence for jet quenching has indeed been found at the Relativistic Heavy Ion Collider (RHIC) [6].

### 1.2 The phase diagram of QCD

Just like at high temperature $T$, also at large quark densities $\rho$ we expect (in agreement with asymptotic freedom) the coupling between quarks to decrease and the QGP phase to be created. In the statistical physical approach to QCD thermodynamics, the net density of quarks$^1$ can be

$^1$The density of quarks minus that of antiquarks.
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controlled by a chemical potential $\mu$. Zero chemical potential corresponds to a situation where the density of quarks and antiquarks is the same. The phases of strongly interacting matter can be represented on a $\mu - T$ or $\rho - T$ phase diagram (see a possible depiction on figure 1.3, taken from [7]). On this diagram phases are separated by transition lines that can represent either first-order or second-order phase transitions or continuous transitions (crossovers). The $T, \mu$ parameters during the cooling down of the early Universe or a high energy collision also draw a trajectory on the phase diagram. These trajectories are contained in the small $\mu$ region of the phase diagram, since in both cases the number of quarks and antiquarks are roughly the same. Accordingly, this situation represents a thermodynamic system having zero or small chemical potential.

By increasing the density and keeping the temperature fixed – i.e. compressing hadronic matter – one can also move into the deconfined phase of quarks. We know far less about this region of the phase diagram, which is thought to exhibit phenomena like color flavor locking or color superconductivity. On the other hand, the low $\mu$ area is much better understood and theoretically more tractable. Besides phenomenological interest, the detailed structure of this area (like the transition temperature or the curvature of the transition line) is relevant for contemporary and upcoming heavy ion experiments. While most of the ongoing experiments like those at LHC or RHIC concentrate on achieving very high energies and thus small chemical potentials, there are projects that aim for regions of the phase diagram with larger densities (RHIC II, FAIR). Designing these next generation experiments can benefit greatly from developing theoretical understanding of the phase diagram.

According to lattice simulations, at zero chemical potential the transition is an analytic crossover [4]. This is represented in figure 1.3 by the smooth transition between the white and the orange regions. A possible scenario about the $\mu > 0$ region of the phase diagram is that a first-order transition emerges (yellow band), which also implies the existence of a critical endpoint (orange dot). Such a critical endpoint corresponds to a second-order phase transition that belongs to a given universality class. It could also happen that the transition is continuous also at larger $\mu$ values, and then no critical endpoint exists. There have been lattice indications favoring both scenarios, so this is still an open question. See e.g. [8] arguing for, and [9] against the existence of a critical endpoint.

A further important characteristic of the system is its equation of state as a function of the temperature. The equation of state (EoS) is also sensitive to the transition between hadronic

---

1 In a heavy ion collision the density of the system is controlled by the center of mass energy $\sqrt{s_{NN}}$ and the centrality of the collision.
Figure 1.3: A possible depiction of the phase diagram of QCD in the space of the state parameters: the temperature $T$ and the baryon density (which equals three times the quark density). Phases are separated by a crossover transition at zero chemical potential. At larger values of $\rho$ a first-order phase transition may take place, which is indicated by the yellow band. The crossover and first-order lines must then be separated by a critical endpoint. Regions at large densities and small temperatures are thought to describe the interior of dense neutron stars. At even higher densities exotic phases like a color superconductor are expected. Figure taken from [7].

phase and the QGP and thus also plays a very important role in high energy particle physics. Moreover, recent results from RHIC imply that the high temperature quark-gluon plasma exhibits collective flow phenomena. It is also conjectured that the description of hot matter under these extreme circumstances can be given by relativistic hydrodynamic models. In turn, these models depend rather strongly on the relationship between thermodynamic observables, summarized by the equation of state. The EoS can be calculated using perturbative methods, but unfortunately, such expansions usually converge only at temperatures much higher than the transition temperature. Therefore the lattice approach (as a non-perturbative method) is a suitable candidate to study the EoS in the transition region $T \sim T_c$.

1.3 Structure and overview

In this thesis I concentrate on the low $\mu$, high $T$ region of the phase diagram, which – according to the above remarks – is interesting for both the context of the evolution of the early Universe and heavy ion collisions.

The thesis is structured as follows. First I present a brief introduction to the theoretical study of the QGP. This includes the definition of the underlying theory, QCD, and the method
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with which QCD can be represented and studied using a finite discretization of the variables on a four-dimensional lattice (see chapter 2). Using the lattice formulation one can study various thermodynamic properties of strongly interacting matter. This is investigated in detail for the case of vanishing quark density and also for the case where a positive net quark number is present. The analysis of the latter system entails a fundamental problem, so separate sections are devoted to this issue (see chapter 3).

After having discussed some of the basic elements of lattice QCD thermodynamics, I turn to present several new results regarding the transition between confined hadrons and the quark-gluon plasma. These results are divided into three separate chapters. First, in chapter 4 I present the study of the phase diagram at small chemical potentials. In this project the pseudocritical temperature and the nature of the QCD transition are analyzed as a function of the quark density. With the help of these functions the phase diagram of QCD can be reconstructed. In particular, the curvature of the transition line lying between the two phases is determined, and the possibility of the existence of a critical endpoint is also addressed. Preliminary results regarding the curvature have been published in [10], while the full result has been published recently [11]. This work was done in collaboration with Zoltán Fodor, Sándor Katz and Kálmán Szabó. My contributions to the project were the following:

- I have developed and implemented a method to define the curvature without the need to fit the $\mu > 0$ data. This definition also gives information regarding the relative change in the strength of the transition.

- I have performed all of the simulations and measured the Taylor-coefficients necessary for this definition. By means of a multifit to data measured at various lattice spacings I determined the curvature of the transition line separating the confined and deconfined phase.

Afterwards I turn to show results regarding the equation of state. The central quantity here is the pressure as a function of the temperature. After a brief overview of the literature and a discussion about how one can determine the pressure on the lattice I present the results. In chapter 5 I study the EoS with dynamical quarks; this work has been recently published [12]. I participated in this project as member of the Budapest-Wuppertal collaboration. My contributions were:

- I have developed a multidimensional integration scheme that can be used to reconstruct a smooth hypersurface using scattered gradient data. I used this approach to determine the
pressure of QCD in the two-dimensional parameter space spanned by the gauge coupling and the light quark mass. In this approach it is straightforward to study the quark mass dependence of the EoS and to estimate the systematic error in the pressure.

- I have measured the charm condensate on part of the dynamical configurations and evaluated the charm contribution to the pressure and to other thermodynamic observables.

The multidimensional integration method is applicable on a general level and thus was also published individually [13]. The method is summarized in more detail in appendix A.

Finally, in chapter 6 I show results regarding the high temperature EoS in the pure gluonic theory. At these previously unreached temperatures it becomes possible to carry out a comparison to improved or resummed perturbation theory. Furthermore, the non-perturbative contribution to the trace anomaly is also quantified. This is also a project of the Budapest-Wuppertal collaboration, currently under publication [14], with preliminary results already published earlier [15]. My contributions were the following:

- I have evaluated the pressure using a multi-spline fit to data measured at various lattice spacings and extracted the continuum extrapolated curve from this fit.

- I have compared and matched lattice results with improved and resummed perturbative formulae. The free parameters were fitted to best reproduce the lattice results at high temperature. Furthermore, I quantified the non-perturbative contribution to the interaction measure with either a constant or a logarithmic ansatz.
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Chapter 2

Quantum Chromodynamics and the lattice approach

2.1 A theory for the strong interactions

Nowadays it is widely accepted that QCD is the appropriate tool to treat the interactions between quarks and gluons. For a long time it was however unclear what kind of theory could describe the strong forces [16]. The electron-hadron collision experiments of the late sixties – namely, the Bjorken-scaling of the structure functions in such scatterings – suggested that electrons scatter off almost free, point-like constituents. The Bjorken-scaling implies that these constituents – the quarks – should interact weaker at shorter distances (at larger energies). Since for electromagnetism an appropriate describing theory was Quantum Electrodynamics (QED), it was reasonable to search for another quantum field theory (QFT) that succeeds to describe the dynamics of quarks. While most QFTs fail to fulfill the above requirement, it was proven in 1973 that non-Abelian gauge field theories on the other hand possess this property of exhibiting a weaker force at shorter distances. This property was named asymptotic freedom [17, 18].

QCD is a non-Abelian quantum field theory, which differs from its Abelian relative QED in the fact that here the symmetry transformations of the underlying theory cannot be interchanged. In other words, the corresponding symmetry consists of non-commutative generators: the gauge group here is SU(3) instead of U(1). Not much after the study of Gross, Wilczek and Politzer it was proven that non-Abelian gauge theories are not just a possible candidate to play the role of the theory of strong interactions; they represent the only class of theories in four space-time dimensions that exhibit asymptotic freedom.
The new symmetry (the *gauge symmetry*) that is generated by the non-commutative algebra describes a new type of property that quarks – compared to electrons – possess. This property was named color due to the apparent analogy of the system to color mixing: while quark fields carry a color quantum number, three of them can only build up a proton if the resulting combination possesses no color indices. In other words, three colored quarks can only be confined inside a proton if their ‘mixture’ is colorless. If one assumes that only such colorless states can be realized, then it is obvious that quarks as isolated particles cannot exist. This property of QCD is called *confinement* – referring to the fact that three quarks are confined inside a proton.

Just like in QED, in QCD there is also a mediating particle corresponding to the gauge field that transmits the interaction between color-charged quarks. The analogon of the QED photon is the gluon. While the photon does not have an electric charge (due to the non-commutative nature of the gauge group), the gluon possesses a color quantum number. Because of this, contrary to the photon, the gluon also couples to itself; this is the reason for the fact that instead of the $1/r$-like decaying potential of QED, in QCD a linearly rising potential appears between color-charged objects. The linear potential can be interpreted as a spring that binds quarks to each other inside a proton. This is just another way to describe the phenomenon of confinement.

In accordance with the above remarks, the Lagrangian density of QCD contains the fermion and antifermion fields $\psi$ and $\bar{\psi}$ (“quarks” and “antiquarks”) and the gauge field $A_\mu$ (“gluons”). The dynamics of the gauge field is governed by the field strength tensor

$$F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu]$$  \hspace{1cm} (2.1)

Furthermore, the interaction between gluons and quarks is determined by the minimal coupling, as contained in the covariant derivative

$$D_\mu = \partial_\mu - igA_\mu$$  \hspace{1cm} (2.2)

Putting all this together, the QCD Lagrangian describing $N_q$ number of different quark flavors (in Minkowski space-time) is:

$$\mathcal{L} = -\frac{1}{2} \text{Tr} (F_{\mu\nu} F^{\mu\nu}) + \sum_{q=1}^{N_q} \bar{\psi}_q (i\gamma_\mu D^\mu - m_q) \psi_q$$  \hspace{1cm} (2.3)

The parameters of the theory are the gauge coupling $g$ and the masses of the quarks $m_q$. In nature there are six quark flavors (up, down, strange, charm, bottom and top) and thus six
masses. However, the contribution of heavy quarks is usually negligible at the non-perturbative scale of $T_c \sim 200$ MeV and only the first three or four quark species play a significant role. Furthermore, the difference between the up and down masses is very small (compared to $T_c$) and thus it is a good approximation to take $m_u = m_d \equiv m_{ud}$.

QCD is an $SU(3)$ gauge theory, i.e. the Lagrangian (2.3) is invariant under $SU(3)$ transformations. Quarks and antiquarks transform according to the fundamental representation of the gauge group, on the other hand gluons are placed in the adjoint representation. Accordingly, the fermionic fields have three color components and gluons contain eight degrees of freedom. Furthermore, in view of the Lorentz group quarks are bispinors and thus have four spin-components:

\[
\psi^{c\alpha}_q \quad c = 1 \ldots 3, \quad \alpha = 1 \ldots 4, \quad q = u, d, s, c, t, b
\]

\[
A_\mu = \sum_{a=1}^{8} A^a_\mu T_a
\]

with $T_a$ being the infinitesimal generators of the gauge group, usually represented by the eight Gell-Mann matrices. The Lorentz- and color indices of the quark field will be suppressed in the following. Moreover, throughout the thesis the different quark flavors will be identified using their first letter in the index of the field e.g. $\psi_u$ will stand for an up quark.

### 2.2 Perturbative and non-perturbative approaches

According to the property of asymptotic freedom, for short-range reactions the interaction is weak and thus such processes can be safely analyzed by perturbation theory. On the other hand the temperature scale on which perturbative expansions converge is extremely high, and therefore in order to study e.g. the transition to QGP it is necessary to assess the dynamics of quarks using a non-perturbative approach. In the second half of the 20th century a new theory was constructed that is based on mathematical concepts and can be investigated through numerical simulations: lattice gauge theory. The main idea of this approach is to restrict the fields of the QCD Lagrangian to the points of a four-dimensional lattice. This theory is the only non-perturbative, systematically adjustable approach to QCD. Through lattice gauge theory we can gain information about quarks and gluons solely using first principles – the Lagrangian of QCD.

The appearance of ultraviolet divergences, being a familiar property of quantum field theories, is also present in QCD. A possible way to deal with such infinities in QFT is to introduce
some type of regularization (e.g. a cutoff) that makes the divergent Feynman-amplitudes mathematically tractable. After a proper renormalization of these amplitudes, the next step is the removal of the regularizing constraint. Necessarily, due to the redefinition of the renormalized quantities – which will then converge to a finite value as the regularization is removed – the bare parameters of the theory will also become cutoff-dependent. The renormalization program as implemented on the lattice will be discussed in details in section 3.2.

This procedure of regularization and renormalization can be realized using lattice gauge theories in an instructive manner. The lattice itself plays the role of the regulator, since the introduction of a finite lattice spacing $a$ is equivalent to setting a cutoff $2\pi/a$ in momentum-space. This way on a lattice of finite size obviously every amplitude is going to be finite. The removal of the finite lattice spacing is called the continuum limit: this is usually done through some kind of extrapolation to $a \to 0$.

The transition from confined hadrons to QGP is definitely a phenomenon that is only accessible by the lattice approach, since the relevant temperature scale of $T_c \sim 200$ MeV is still very far from the perturbative region. In the following sections I will address basic elements of lattice QCD, starting from the discretization of the variables, for the gauge fields and also for the fermion fields. The latter entails a fundamental problem that is stated in the so-called Nielsen-Ninomiya no-go theorem. Among the possible discretizations I will investigate the staggered version, since this was used to obtain all the results that are presented in this thesis.

### 2.3 Quantum field theory on the lattice

In this section a very brief overview of lattice gauge theory is given. A full and detailed introduction can be found in e.g. [19], [20] or [21].

As mentioned above, the lattice can be thought of as a possible regulator of the divergent Feynman-amplitudes. The lattice approach can be formulated through the functional-integral formalism, which is a generalization of the quantum mechanical path integral of Feynman. This formalism readily shows how it becomes possible to treat the system non-perturbatively, without any use of perturbation theory.

According to the path integral in quantum mechanics, the Green’s function of a particle propagating from $q_1$ to $q_2$ in the time interval $[t_1, t_2]$ can be written as an integral over various possible paths:

$$G(q_2, t_2; q_1, t_1) \equiv \langle q_2 | e^{-iH(t_2-t_1)} | q_1 \rangle = \int_{q_1 \to q_2} Dq \: e^{iS[q]} \quad (2.6)$$
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where $S[q]$ is the action that belongs to the path given by $q$. This expression tells us to take every possible classical path that starts from $q_1$ and ends at $q_2$, and sum the corresponding phase factors in the integrand. These factors, however, oscillate very strongly, so the calculation has to be carried out in Euclidean space-time instead of the usual Minkowski space-time, which can be achieved using the $t \rightarrow -i\tau$ substitution. This latter change of variables is referred to as a Wick-rotation, after which time formally flows in the direction of the imaginary axis\(^1\).

Now in the above expression the exponent of the integrand changes to minus the Euclidean action $S_E$, which is the (imaginary) time integral of the Euclidean Lagrangian $L_E$:

$$G(q_2,t_2;q_1,t_1) = \int_{q_1\rightarrow q_2} Dq\ e^{-S_E[q]}$$  \hspace{1cm} (2.7)

The above formula is mathematically well defined if one divides the time interval into $N$ pieces, calculates the finite sum for a given $N$ and then takes the $N \rightarrow \infty$ limit. Expression (2.7) should be interpreted in this sense.

The same procedure can be carried out in quantum field theories also. Here, instead of a finite number of degrees of freedom one deals with a field at each spacetime-point. While in quantum mechanics all information about the system is contained in the Green’s function (2.6), in a scalar QFT this role is played by an infinite set of ground state expectation values $\langle \varphi(x_1) \ldots \varphi(x_n) \rangle$. In the same manner as before one obtains

$$\langle \varphi(x_1) \ldots \varphi(x_n) \rangle = \frac{1}{Z} \int D\varphi \ \varphi(x_1) \ldots \varphi(x_n) e^{-S_E[\varphi]}$$  \hspace{1cm} (2.8)

Here, analogously to the quantum mechanical case, the $D\varphi$ symbol indicates that the integrand has to be evaluated for each possible field configuration. Again, this expression is only well-defined for a finite number of degrees of freedom, so now not just time, but space also has to be discretized. This means that the field $\varphi$ has to be restricted to the sites of a four-dimensional lattice. The result for the above functional-integral is given by taking the limit where the discretization is taken infinitely fine.

More interesting from the quark-gluon point of view is the case of gauge fields and fermionic fields, since these appear in the Lagrangian of QCD shown in (2.3). Let us consider the case

---

\(^1\)In order to interpret results obtained after the Wick-rotation a continuation back to real time is of course due. However, for time-independent processes this is not necessary.
of only one flavor of quarks with mass \( m \) and coupling \( g \). The latter usually enters the action in the combination \( \beta \equiv 6/g^2 \):

\[
Z = \int \mathcal{D}A_\mu \mathcal{D}\bar{\psi} \mathcal{D}\psi e^{-S_E[A_\mu,\bar{\psi},\psi,m,\beta]} \tag{2.9}
\]

Since quarks are fermions, according to the spin-statistics theorem the fields \( \psi \) and \( \bar{\psi} \) can be represented by anticommuting Grassmann-variables. With the functional integral given the next step is to put the theory on the lattice. However, the way the fields \( A_\mu, \psi \) and \( \bar{\psi} \) are discretized is not at all unique. Before I turn to the discretization definitions, it is instructive to interpret expression (2.9) a bit more thoroughly.

### 2.3.1 Statistical physical interpretation

If the action \( S_E \) is bounded from below, the expression (2.9) – with its lattice discretized definition – has the same form as the partition function of a classical statistical physical ensemble in four dimensions. This formal correspondence is valid at zero temperature. The quantum partition function \( Z = e^{-H/T} \) at a finite temperature \( T \) is on the other hand represented by a functional integral in which the integral of \( \mathcal{L}_E \) in the imaginary time direction is restricted to a finite interval of length \( 1/T \). For bosonic fields periodic, for fermionic fields antiperiodic boundary conditions have to be prescribed in this direction.

This interpretation justifies the lattice approach as a non-perturbative method as statistical physical methods can be used to calculate Green’s functions like the one in (2.8). According to this analogy \( Z \) is called partition function and the Green’s functions derived from \( Z \) are called correlation functions. The expectation value of an arbitrary operator \( \phi \) can then be written as

\[
\langle \phi \rangle = \frac{1}{Z} \int \mathcal{D}A_\mu \mathcal{D}\bar{\psi} \mathcal{D}\psi \phi e^{-S_E[A_\mu,\bar{\psi},\psi,m,\beta]} \tag{2.10}
\]

An important remark to make here is that while in the quantum theory the temperature is determined according to the Boltzmann-factors \( e^{-H/T} \), here \( T \) is proportional to the inverse of the size of the system in the Euclidean time direction. In particular, on a lattice with lattice spacing \( a \) the temperature and the volume of the system are accordingly given as

\[
T = \frac{1}{N_t a}, \quad V = (N_s a)^3 \tag{2.11}
\]

where \( N_s \) (\( N_t \)) is the number of lattice sites in the spatial (temporal) direction. In a usual computation one uses an \( N_s^3 \times N_t \) lattice, so the sizes in the spatial directions are the same. It

\[1\]The Boltzmann-constant is set here to unity: \( k_B = 1 \).
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is important to note that lattices where \( N_s \gg N_t \) correspond according to (2.11) to a system with finite nonzero temperature; on the other hand lattices with \( N_t \geq N_s \) realize systems with roughly zero temperature. Also, the total volume of the system is given by \( V_{4D} = V/T \).

2.3.2 Gauge fields and fermionic fields on the lattice

As part of the regularization process we have to discretize the action \( S_E \), which is given by the four dimensional integral of the Euclidean Lagrangian density\(^1\) of QCD. It can be proven that in order to preserve local gauge invariance – which is of course indispensable to formulate a gauge theory – gauge fields must be introduced on the links connecting the sites rather then on the sites themselves (as in the case of the scalar field). Only this way are we able to represent local gauge transformations in a manner that fits the definition of the continuum transformation. Assigning the \( A_\mu \) gauge fields of the QCD Lagrangian to the sites of the lattice would make this compliance impossible. On the links the gauge fields can be represented with \( U_\mu = e^{iagA_\mu} \in SU(3) \) matrices\(^2\). This also implies that the Hermitian conjugate (i.e. the inverse) of the matrix representing a given link equals the matrix corresponding to the link pointing to the opposite direction:

\[
U_{\mu}^{-1}(n) \equiv U^\dagger_\mu(n) = U_{-\mu}(n + \hat{\mu}) \tag{2.12}
\]

Here \( \hat{\mu} \) denotes the unit vector in the \( \mu \) direction and \( n \) is the lattice site. Due to the transformation properties of \( U_\mu \), the simplest gauge invariant combination of gauge fields on the lattice can be constructed by taking the product of the links that build up a square (in the \( \mu, \nu \) plane)

\[
U_{\mu\nu}^{1 \times 1}(n) = U_\mu(n)U_\nu(n + \hat{\mu})U^\dagger_\mu(n + \hat{\nu})U^\dagger_\nu(n) \tag{2.13}
\]

and then calculating the trace of this expression. This trace is called the \textit{plaquette}, based on which the action corresponding to pure gauge theory can be constructed. The resulting sum is the simplest real and gauge invariant expression that can be built using only gauge fields:

\[
S_{G}^{\text{Wilson}} = \beta \sum_{n, \mu < \nu} \left[ 1 - \frac{1}{3} \text{Re} \text{Tr} \ U_{\mu\nu}^{1 \times 1}(n) \right] \tag{2.14}
\]

The sum extends to every possible \((\mu - \nu)\) square on the four-dimensional lattice. The combination (2.14) is called the Wilson gauge action. Choosing \( \beta = 6/g^2 \) it is straightforward

\(^1\)In the following the subscript \( E \) is dropped.

\(^2\)This combination ensures that as \( a \to 0 \) the correct continuum theory is approached.
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to show that in the $a \to 0$ limit the Wilson action approaches the continuum gauge action, namely the first term in (2.3).\(^1\)

To obtain the total action of QCD one also has to take into account the fermionic contribution. According to the transformation rules of the fermionic fields $\psi$ and $\bar{\psi}$ (which live on the sites of the lattice) other types of invariant combinations can also be composed. Since the QCD Lagrangian contains fermions quadratically, the general form of the action is written as

$$S(U, \psi, \bar{\psi}) = S_G(U) - \bar{\psi} M(U) \psi \quad (2.15)$$

where $M(U)$ is the fermion matrix. The elements of this $12N \times 12N$ matrix (with $N$ being the number of lattice sites and $12 = 3 \cdot 4$ the number of colors times the number of Dirac-components) can be read off from the Lagrangian. The fermion matrix can be divided into a massless Dirac operator and a mass term: $M = D + mI$. In the partition function the integration over the fermions can be analytically performed and gives the following result:\(^2\):

$$Z = \int DU D\bar{\psi} D\psi e^{-S_G(U) - \bar{\psi} M(U) \psi} = \int DU e^{-S_G(U)} det M(U) \quad (2.16)$$

Here the integration measure for the fermions takes the simple product form

$$D\psi = \prod_n d\psi(n) \quad (2.17)$$

the one over the gauge fields on the other hand depends on the 8 real parameters of the $SU(3)$ group, and the integral has to be performed over the whole group. If the parameters on the $\ell$th link are denoted by $\alpha^a_\ell$, the measure can be written as

$$DU = \prod_\ell J(\alpha_\ell) \prod^8_{a=1} d\alpha^a_\ell \quad (2.18)$$

where the structure of the $J(\alpha_\ell)$ Jacobi-matrix can be determined by requiring gauge invariance. This integration measure is called the Haar-measure.

\(^1\)Note that the Wilson action can be extended by an arbitrary term that vanishes as $a \to 0$ and the resulting action still converges to the same continuum action. I get back to this in section 2.4.

\(^2\)Recall that $\psi$ and $\bar{\psi}$ are Grassmann-variables.
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2.3.3 Fermionic actions

The naive discretization of the fermionic part of the Lagrangian (2.3) fails to give the correct continuum limit even in the free case. Namely, the naive fermionic action

\[ S_{\text{naive}}^F = \sum_n \left[ am \bar{\psi}(n)\psi(n) + \frac{1}{2} \sum_{\mu=1}^{4} (\bar{\psi}(n)U_\mu(n)\gamma_\mu\psi(n + a\hat{\mu}) - \bar{\psi}(n + a\hat{\mu})U^{\dagger}_\mu(n)\gamma_\mu\psi(n)) \right] \]

(2.19)
gives a propagator for the free theory (where \( U = 1 \)) which possesses not 1 but 16 poles in the lattice Brillouin-zone \(-\pi/a < p \leq \pi/a\). Thus, the action (2.19) describes 16 quarks and does not converge to the continuum action as \( a \to 0 \). This is a consequence of the Nielsen-Ninomiya theorem which states that this ‘doubling’ problem cannot be solved without breaking the chiral symmetry of the QCD action in the \( m \to 0 \) limit. For the massless Dirac operator \( \slashed{D} \), chiral symmetry means that

\[ \{ \slashed{D}, \gamma_5 \} \equiv \slashed{D}\gamma_5 + \gamma_5\slashed{D} = 0 \]

(2.20)
is satisfied. In the continuum theory, although this symmetry would imply the conservation of an axial-vector current, the corresponding current has an anomalous divergence due to quantum fluctuations. On a lattice with finite lattice spacing however, this current is indeed conserved, and the corresponding extra excitations are just the above mentioned ‘doublers’.

The two most popular methods to circumvent the doubling problem are the Wilson-type and the Kogut-Susskind (or staggered) type discretizations. In the former solution the mass of the 15 doublers is increased as compared to the original fermion. This is achieved by adding to the naive action \( S_{\text{naive}}^F \) a term that contains a second derivative: 

\[-r/2 \sum_n \nabla^\mu \nabla_\mu \psi(n) \]

with \( r \) an arbitrary constant. This extra term is proportional to \( a \), therefore it vanishes in the continuum limit. On the other hand it raises the masses of the unwanted doublers proportional to \( 1/a \). The action with Wilson-fermions then has the form

\[ S_{\text{Wilson}}^F = \sum_n (ma + 4r)\bar{\psi}(n)\psi(n) - \frac{1}{2} \sum_{n,\mu} (\bar{\psi}(n)(r - \gamma_\mu)U_\mu(n)\psi(n + a\hat{\mu}) + \bar{\psi}(n + a\hat{\mu})(r + \gamma_\mu)U^{\dagger}_\mu(n)\psi(n)) \]

(2.21)

This action breaks chiral symmetry for \( r \neq 0 \) even for zero quark masses on a lattice with finite lattice spacing. This implies that the quark mass will have an additive renormalization which makes it very difficult to study chiral symmetry breaking as for that a fine tuning of the parameter \( m \) is required.
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Another popular method to get rid of the doublers is to modify the naive action such that the Brillouin zone reduces in effect. This is achieved by distributing the fermionic degrees of freedom $\psi_\alpha$ over the lattice such that the effective lattice spacing for each component is twice the original lattice spacing. We lay out the spinor components of $\psi(n)$ on the sites of the hypercube touching the site $n$. This way, in four dimensions the degrees of freedom reduces by 75%, so this formulation describes only 4 flavors of quarks. This discretization is referred to as the Kogut-Susskind or staggered fermionic action.

Applying an appropriate local transformation on the fields $\psi$ and $\bar{\psi}$ the naive action (2.19) can be diagonalized in the spin-indices $\alpha$. This way the Dirac-matrices $(\gamma_\mu)_{\alpha\beta}$ are eliminated and with the new fields $\chi$ and $\bar{\chi}$ the staggered fermionic action is

$$S_{\text{stag}}^F = \frac{1}{2} \sum_{n,\mu} \eta_\mu(n) \left[ \bar{\chi}(n) U_\mu(n) \chi(n + a\hat{\mu}) - \bar{\chi}(n + a\hat{\mu}) U_\mu^\dagger(n) \chi(n) \right] + ma \sum_n \bar{\chi}(n) \chi(n) \quad (2.22)$$

where the only remnants of the original Dirac structure are the phases $\eta_\mu(n) = (-1)^{n_1 + n_2 + \cdots + n_\mu - 1}$. A huge advantage of staggered fermions is that for zero quark mass an $U(1)_R \times U(1)_L$ symmetry (which is a remnant of the full chiral symmetry group) is preserved. Due to this there is no additive renormalization in the quark mass and thus no fine tuning – as opposed to Wilson fermions – is necessary. Consequently, using the staggered action it is possible to study the spontaneous breaking of this remnant symmetry and the corresponding Goldstone-boson. We remark furthermore, that the staggered action introduces discretization errors of $O(a^2)$.

As mentioned above, the staggered discretization describes 4 flavors. Since (in the Wilson formulation) including a second quark flavor could be realized by inserting another determinant in (2.16), one expects that taking the root of $\text{det} M$ can be used to decrease the number of flavors. Thus for staggered fermions, the following partition function

$$Z = \int \mathcal{D}U \ e^{-S_{\text{stag}}(U)} \text{det} M(U)^{N_q/4} \quad (2.23)$$

is expected to describe $N_q$ flavors. This “rooting” trick [22] is theoretically not well established, since the above $Z$ cannot be proven to correspond to a local theory (unlike that in (2.16)). Nevertheless numerical results seem to support the validity of the rooting procedure.

A further possibility to discretize fermions and simultaneously get around the Nielsen-Ninomiya theorem resides in defining a lattice version of chiral symmetry: $\{\mathcal{D}, \gamma_5\} = \mathcal{O}(a)$. This way the doublers are avoided and chiral symmetry in the continuum limit is recovered. These regularizations are called chiral fermions. Among solutions satisfying lattice chiral symmetry are the overlap and the fixed-point fermionic actions; the domain wall fermions on the other hand provide an approximation to such a Dirac operator.
2.3.4 Positivity of the fermion determinant

In this section an important property of the fermion matrix $M = \slashed{D} + m\mathbb{1}$ is pointed out. It is straightforward to check that any of the above presented fermionic lattice discretizations satisfies the condition of $\gamma_5$-hermiticity\footnote{It is evident that equation (2.24) also holds with $\slashed{D}$ replaced by $M$.}:

$$\slashed{D}^\dagger = \gamma_5 \slashed{D} \gamma_5$$

(2.24)

For example for naive fermions (2.19) the Dirac-operator takes the form (with the color and Dirac indices suppressed):

$$\slashed{D}_{nm} = \frac{1}{2} \sum_{\mu=1}^{4} \left( U_\mu(n) \gamma_\mu \delta_{m,n+a_\mu} - U_\mu^\dagger(n-a_\mu) \gamma_\mu \delta_{m,n-a_\mu} \right)$$

(2.25)

Taking into account that for any $\mu$ the gamma-matrices satisfy $\gamma_5 \gamma_\mu = -\gamma_\mu \gamma_5$ and $\gamma_5^2 = 1$, we have

$$\left( \gamma_5 \slashed{D} \gamma_5 \right)_{nm} = \frac{1}{2} \sum_{\mu=1}^{4} \left( -U_\mu(n) \gamma_\mu \delta_{m,n+a_\mu} + U_\mu^\dagger(n-a_\mu) \gamma_\mu \delta_{m,n-a_\mu} \right)$$

(2.26)

which is indeed the $nm$ matrix element of the adjoint of (2.25), $\slashed{D}^\dagger_{nm}$. Note that (2.26) is the adjoint in color, Dirac, and coordinate space, since the gamma-matrices are self adjoint and $n$ and $m$ is interchanged.

Let us now consider the eigenvalue equation of $\slashed{D}$:

$$\slashed{D} \chi_n = \lambda_n \chi_n$$

(2.27)

and define the characteristic polynomial of $\slashed{D}$ as $P(\lambda) = \det(\slashed{D} - \lambda \mathbb{1})$. Then one obtains

$$P(\lambda) = \det \left( \gamma_5^2 (\slashed{D} - \lambda \mathbb{1}) \right) = \det \left( \gamma_5 (\slashed{D} - \lambda \mathbb{1}) \gamma_5 \right)$$

$$= \det \left( \slashed{D}^\dagger - \lambda \mathbb{1} \right) = \det \left( \slashed{D} - \lambda^* \mathbb{1} \right)^* = P^*(\lambda^*)$$

(2.28)

That is to say, if $\lambda$ is an eigenvalue ($P(\lambda) = 0$), then $\lambda^*$ is also an eigenvalue, since $P(\lambda^*) = 0$ also holds. This implies that the eigenvalues of $\slashed{D}$ are either real, or consist of complex conjugated pairs, i.e. the determinant of $\slashed{D}$ is real.
As will be discussed in section 2.5, the determinant $\det M$ is to be used as a probability weight and thus needs to be nonnegative. Combining (2.24) with chiral symmetry (2.20) one observes that $\not{D}^\dagger = -\not{D}$, i.e. $\not{D}$ is antihermitian: its eigenvalues are purely imaginary, $\lambda_n = i\eta_n$. Thus the eigenvalues of the fermion matrix are of the form $m \pm i\eta_n$ and the determinant of $M$ is indeed a nonnegative real number.

It is straightforward to prove that (2.24) holds also for (2.21) and (2.22) and as a consequence the staggered fermion determinant is always nonnegative. Note however, that Wilson-fermions do not exhibit chiral symmetry, which means that there can be eigenvalues of $M$ that are real and negative which can spoil the positiveness of the Wilson-fermion determinant.

Also note that as a result of the inclusion of a $\theta$-term or a chemical potential, the Dirac-operator will no more be $\gamma_5$-hermitian. This in turn has serious consequences on the positivity of $\det M$, see section 3.3.1.

### 2.4 Continuum limit and improved actions

After the field variables of (2.3) have been discretized the continuum action is obtained by carrying out the $a \to 0$ limit. While the discretization procedure is not unique, different lattice actions have to give the same continuum limit. Accordingly, the expectation value of an arbitrary operator $\phi$ on the lattice can be written as

$$\langle \phi \rangle_{\text{lat}} = \langle \phi \rangle + O(a^p)$$

with $\langle \phi \rangle$ being the expectation value of the operator in the continuum theory and the second term is the deviation or ‘lattice artefact’ caused by the discretization. How fast the discretized action converges to the continuum one is determined by the exponent $p > 0$ (and the coefficient of this term). For the Wilson gauge action this scaling is proportional to $a^2$ (i.e. $p = 2$). For an improved action with larger $p$ the scaling is faster. Therefore with an improved action one may be able to approach the continuum limit faster, on the other hand, a complicated action can significantly slow down the simulation. The optimal choice may depend on the observable in question.

It is easy to see that the continuum limit of the lattice theory is equivalent to a second-order critical point of the underlying statistical physical system. Indeed, let us consider a particle with a finite mass $m$. This mass is a physical (constant) number, irrespective of how one measures it on the lattice. On the other hand, the mass measured in lattice units $\hat{m} = ma$ clearly has to vanish as $a \to 0$, and therefore the corresponding correlation length
has to diverge: \( \xi \to \infty \). This is just the characteristic property of a critical point in statistical physics.

Near the critical point the statistical system exhibits the property of universality. This means that in this region the long-range behavior of the system depends only on the number of degrees of freedom, the space-time dimension and the symmetries of the theory. Consequently, the actual form of the action is less and less important; only the relevant operators matter. Nevertheless, irrelevant operators (which converge to zero as \( a \to 0 \)) may modify the scaling (2.29).

It was already mentioned that in general, as part of the renormalization program the bare parameters of the theory will depend on the regularization. On the lattice this means that these parameters will become a function of the lattice spacing, and as one approaches the continuum limit, they have to be tuned as a function of \( a \).

### 2.4.1 The line of constant physics

At a fixed temporal size \( N_t \) one can change the lattice spacing by varying the bare parameters of the action: the inverse gauge coupling \( \beta \) and the quark masses \( m_q \). The fact that towards the continuum limit the lattice should reproduce the continuum physics, dictates the functional relation between these parameters. This relation ensures that for each lattice spacing \( a \) “physics is the same”. A possible way to define this line of constant physics (LCP) is to fix ratios of experimentally measurable quantities to their physical value.

In QCD with \( 2 + 1 \) flavors we have three independent parameters: \( \beta, m_{ud} \) and \( m_s \). For the study of the phase diagram (chapter 4) and the QCD equation of state (chapter 5) we fix the functions \( m_s(\beta) \) and \( m_{ud}(\beta) \) such that the ratios \( f_K/m_\pi \) and \( f_K/m_K \) are at their experimental value\(^1\). Through this procedure we get for the ratio of quark masses \( m_s/m_{ud} = 28.15 \). Note that different definitions may result in different functions \( m_s(\beta) \), \( m_{ud}(\beta) \), but these differences converge to zero as the continuum limit is approached. The

\[ f_K/m_\pi, \quad m_s \]

\[ 3.2, 3.4, 3.6, 3.8, 4 \]

\[ \text{Figure 2.1: The line of constant physics.} \]

\(^1\)Here \( f_K, m_\pi \) and \( m_K \) are the kaon decay constant, the pion mass and the kaon mass, respectively, which we take from [23].
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detailed determination of the line of constant physics can be found in [24, 25]. This definition of the LCP was used in the study of the phase diagram; the corresponding $m_s(\beta)$ and $m_{ud}(\beta)$ functions are shown in figure 2.1. For the study of the QCD EoS this relation was further improved [12].

2.4.2 Scale setting on the lattice

On the lattice one can only measure dimensionless quantities. A measurement of e.g. the ratio of two particle masses can be compared to the physical value of this particular ratio, as it was used to define the LCP in the previous subsection. To determine the lattice spacing itself, one has to measure an experimentally accessible observable $A$ in lattice units, i.e. in units of a certain power $d$ (the mass dimension of the observable in question) of the lattice spacing $a$:

$$A_{\text{latt}} = A_{\text{exp}} \cdot a^d$$

Then the lattice spacing can be calculated using the experimental value of the quantity $A_{\text{exp}}$.

Arbitrary dimensionful observable can be used to define the lattice scale in this manner. A possible choice is one using the static quark-antiquark potential $V(r)$, which can be measured on the lattice using spatial-temporal loops constructed from the gauge field (the Wilson loops). In the confined phase the potential is linearly increasing with $r$. The coefficient of this term is given by the string tension $\sigma$:

$$V(r) \xrightarrow{r \rightarrow \infty} \sigma r$$

The potential also contains a Coulomb-like repulsion which dominates at small distances. The shape of the potential as a function of $r$ can be used to implicitly define an intermediate distance $r_0$:

$$\left( r^2 \frac{dV(r)}{dr} \right) \bigg|_{r=r_0} = 1.65$$

The string tension and the parameter $r_0$ are only well defined in pure gauge theory. In the presence of dynamical quarks, at increasing distances mesons can be created from the vacuum and the string between the two color charges can break, making $\sigma$ and $r_0$ ill-defined.

Therefore in dynamical simulations it is more practical to determine the lattice spacing in terms of a mass or a decay constant. For the study of the phase diagram (chapter 4) and the QCD equation of state (chapter 5) we fixed the scale by measuring the kaon decay constant $f_K$.

A further possibility is to use the critical temperature $T_c$ to fix the scale. To this end one has to determine the critical couplings $\beta_c$ on lattices with various temporal extent $N_t$. This
scheme is particularly advantageous in pure gauge theory, where the phase transition is of first order [26–31], and therefore \( T_c \) is sharply defined (as opposed to the case of full QCD, where a broad crossover separates the phases [4]). Thus in the study of the pure gauge equation of state (chapter 6) this approach was followed.

### 2.4.3 Symanzik improvement in the gauge sector

The scaling (2.29) can be improved by inserting further gauge-invariant terms in the lattice action. It can be proven that the plaquette is the only relevant operator that can be built from purely gauge links. The second simplest combination is the \( 2 \times 1 \) rectangle \( U_{\mu \nu}^{2 \times 1} \), i.e. the ordered product of links along such a rectangle. The resulting improved action can be written as

\[
S_{G}^{\text{Symanzik}} = -\beta \left[ c_0 \sum_{n, \mu < \nu} \text{Re} \, \text{Tr} \, U_{\mu \nu}^{1 \times 1} (n) + c_1 \sum_{n, \mu \neq \nu} \text{Re} \, \text{Tr} \, U_{\mu \nu}^{2 \times 1} (n) \right]
\]  

(2.33)

The lattice artefacts of the Wilson gauge action contain \( \mathcal{O}(a^2) \) and \( \mathcal{O}(g^2 a^2) \) terms. If the coefficients in (2.33) are set to \( c_0 = 5/3 \) and \( c_1 = -1/12 \), the \( \mathcal{O}(a^2) \) term is eliminated, thus the above combination will approach the continuum theory as \( \mathcal{O}(a^4) \) on the tree level. This action is therefore called the tree-level improved Symanzik gauge action.

### 2.4.4 Taste splitting and stout smearing

As already mentioned, the staggered fermion discretization (2.22) describes (before applying the rooting trick) 4 flavors of quarks. The masses of these four fermion species (which are in this case called \textit{tastes}) are however not the same. The \( SU(4) \) flavor symmetry is violated by the staggered formulation, and as a result each continuum hadron state has a corresponding multiplet of states on the lattice: due to the taste symmetry violation the masses of these states are split up [32]. This introduces a discretization error which is important mainly at low energies [33–35].

As an example, 16 lattice states correspond to each continuum pion state, each of them contributing with a 1/16 weight. The following table lists the members of the lattice pion multiplet with the taste structure (a \( 4 \times 4 \) complex matrix, \( \Gamma_\alpha \)) and the multiplicity \( (n_\alpha) \):

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma_\alpha )</td>
<td>( \gamma_5 )</td>
<td>( \gamma_0 \gamma_5 )</td>
<td>( \gamma_i \gamma_j )</td>
<td>( \gamma_5 \gamma_0 )</td>
<td>( \gamma_i )</td>
<td>( \gamma_0 )</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( 16 \cdot n_\alpha )</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Only \( \alpha = 0 \) behaves like a Goldstone-boson, i.e. its mass vanishes in the chiral limit. The other 15 states have masses of the order of several hundred MeVs for sensible values of the lattice spacing. Though these mass differences vanish in the continuum limit, it is very important to suppress them as much as possible. The effect of the heavier “pions” on thermodynamic observables can be significant: they can reduce the QCD pressure and can also shift the transition temperature.

Strategies for the suppression have been studied extensively. An effective way to reduce splitting is to eliminate the ultraviolet noise from the gauge links (which appears as a result of the introduction of the finite lattice spacing), and “smear” the links. During the smearing process each link is replaced by an appropriately defined average of the surrounding links. One possible way is to add to the gauge link the “staples” around it:

\[
U_\mu(n) \rightarrow Pr \left[ U_\mu(n) + \rho \sum_{\nu \neq \mu} U_\nu(n) U_\mu(n + a\hat{\nu}) U_\nu^\dagger(n + a\hat{\mu}) \right] \tag{2.34}
\]

with \( \rho \) a constant parameter. As a sum of \( SU(3) \) matrices the result in general will not be an element of the gauge group and thus a projection back to \( SU(3) \) (denoted above by \( Pr \)) is necessary. This specific smearing method is called stout smearing [36].

The whole process can be repeated several times in order to increase the smoothness of the links. In the simulations that I present in this thesis \( \rho = 0.15 \) was set and the smearing was carried out twice in a row. Stout smearing is proven to significantly reduce the lattice artefacts originating from taste splitting. The mass splitting in the pion multiplet for the stout smeared action is shown in figure 2.2 as a function of the lattice spacing (blue lines). For physical quark masses the pion state with the lowest mass is adjusted to the mass of the continuum pion. For comparison the splitting is also plotted for the asqtad improved action [33] (red lines in the figure).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{masses.png}
\caption{Masses of lattice pion tastes as functions of the lattice spacing for the stout (blue lines) and the asqtad action (red lines). The pion states are labeled by \( 0 \leq \alpha \leq 7 \).}
\end{figure}
2.4.5 Improved staggered actions

The $O(a^2)$ scaling of the staggered fermionic action can also be improved by considering a more complicated discretization for the derivative term in (2.22). Beside the 1-link term

$$W^{(1,0)}_{\mu}(n) = \bar{\psi}(n) U_{\mu}(n) \psi(n + a\hat{\mu})$$

(2.35)

one can also include higher order terms, like all the possible 3-link contributions. These are schematically written as the linear (3,0) and the bent (1,2) terms

$$W^{(3,0)}_{\mu}(n) = \bar{\psi}(n) U_{\mu}(n) U_{\mu}(n + a\hat{\mu}) U_{\mu}(n + 2a\hat{\mu}) \psi(n + 3a\hat{\mu})$$

$$W^{(1,2)}_{\mu,\nu}(n) = \bar{\psi}(n) U_{\mu}(n) U_{\nu}(n + a\hat{\mu}) U_{\nu}(n + a\hat{\mu} + a\hat{\nu}) \psi(n + a\hat{\mu} + 2a\hat{\nu})$$

(2.36)

Furthermore, the 1-link terms can also be smeared with a method similar to the one presented in subsection 2.4.4. By an appropriate setting of the coefficients of these improvement terms (such that the rotational symmetry of the quark propagator is improved [37]) one can achieve a better scaling at the tree level (i.e. at zero gauge coupling). This implies that these actions (like the p4 or the asqtad action) approach the continuum action faster at very high temperatures. On the other hand this improvement does not suppress the taste splitting and therefore large lattice artefacts may be expected in the low temperature region (where the lattice spacing is large).

Moreover, the splitting in the tastes can also produce $O(a^2)$ errors through taste-exchange processes. By a further improvement these processes can also be suppressed; the resulting action is called the hisq discretization [38]. The hisq action together with the stout smeared action are proven to have significantly smaller splitting between the various tastes as compared to the asqtad or the p4 action. At low temperatures these actions are therefore expected to produce more reliable results.

2.5 Monte-Carlo algorithms

In order to determine the expectation value of some observable (which is necessary to measure e.g. the thermodynamic quantities of chapter 3) one needs to calculate the functional integral of (2.16). This integral, as discretized on a four dimensional lattice can have a dimension as high as $10^9$, which excludes usual numerical integration techniques. Such integrals can only

1The staggered fermionic field is denoted here and also in the following by $\psi$.
be calculated by Monte-Carlo (MC) methods based on importance sampling. Furthermore, because of the Grassmann nature of the fermion fields standard MC methods are not applicable, and instead one integrates out the quark degrees of freedom to obtain the determinant of $M$ in the partition function, as in (2.16).

Therefore, the expectation value of an arbitrary observable $\phi$ can be written as

$$\langle \phi \rangle = \frac{1}{Z} \int \mathcal{D}U \phi \det M e^{-S_G(U)}$$  \hspace{1cm} (2.37)

Importance sampling means that instead of selecting configurations in $U$ space randomly, we generate them according to the distribution

$$\rho(U) = \frac{1}{Z} \det M e^{-S_G(U)}$$  \hspace{1cm} (2.38)

such that we have a set of configurations $\{U^{(i)}\}$ with $i = 1 \ldots N$. Then the expectation value of the observable is readily obtained as (assuming that the configurations are independent)

$$\langle \phi \rangle = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \phi(\{U^{(i)}\})$$  \hspace{1cm} (2.39)

In practice the $N \to \infty$ limit cannot be carried out since one only has a finite sequence of configurations. The deviation from the exact expectation value in this case is given by terms of $O(N^{-1/2})$ and can be estimated using the jackknife method \[19\].

Note here that in order to interpret $\rho(U)$ as a probability measure and apply importance sampling, the fermion determinant has to be nonnegative. This constraint is fulfilled for the staggered lattice action (2.22), if a chemical potential is not present, see section 2.3.4.

### 2.5.1 Metropolis-method

In order to generate configurations according to the desired distribution the only possible way is to construct a Markov chain, i.e. to generate the new configuration $\{U''\}$ from a previous one $\{U\}$ with a probability $P(U'' \leftarrow U)$. Markov chains in general converge to the distribution $\rho(U)$ if the above probability fulfills ergodicity (i.e. by successive steps the whole $U$ space can be covered) and detailed balance, which means

$$\rho(U)P(U'' \leftarrow U) = \rho(U')P(U \leftarrow U')$$  \hspace{1cm} (2.40)

A simple Markov process is produced by the so-called Metropolis algorithm. Here, first one generates a new configuration $\{U'\}$ by a random change, and then accepts this according to
the probability
\[ P_{\text{Met}}(U' \leftarrow U) = \min \left[ 1, e^{- (S_G(U') - S_G(U)) \frac{\det M(U')}{\det M(U)}} \right] \] (2.41)

If the new configuration is not accepted, the original configuration remains for the next step\(^1\). This procedure is however very inefficient, since it involves the calculation of the fermion determinant (i.e. \((N_s^3 N_t)^3\) floating-point operations) in each step. Furthermore, the consecutive configurations are certainly not independent.

In this context it is useful to introduce the notion of autocorrelation time, which is the number of steps after which the new configuration can be considered independent of the original one (i.e. when the correlation of the two falls below some small number). A further important quantity is the thermalization time, which can be identified with the number of steps necessary for the ensemble of the generated configurations to reach the equilibrium distribution \(\rho\).

### 2.5.2 The Hybrid Monte-Carlo method

The Metropolis-algorithm can be improved in many aspects. A much more effective way to generate configurations is by means of the so-called Hybrid Monte Carlo (HMC) method [39, 40], which is a mixture of the Metropolis and the molecular dynamics method. First, we make the observation that the determinant of a hermitian matrix \(H\) can be written as the (bosonic) integral of an exponential:

\[ \det H = \frac{1}{C} \int \mathcal{D}\phi^\dagger \mathcal{D}\phi e^{-\phi^\dagger H^{-1}\phi} \]

\[ C = \int \mathcal{D}\phi^\dagger \mathcal{D}\phi e^{-\phi^\dagger \phi} \] (2.42)

The \(\phi\) fields are referred to as pseudofermions. The fermion matrix \(M\) itself is not hermitian, but the combination \(M^\dagger M\) obviously is and thus can be used in the above formula in place of \(H\) to obtain\(^2\)

\[ \det M \equiv \sqrt{\det(M^\dagger M)} = \frac{1}{C} \int \mathcal{D}\phi^\dagger \mathcal{D}\phi e^{-\phi^\dagger (M^\dagger M)_{\text{even}}^{-1}\phi} \] (2.43)

\(^1\)Here it can be explicitly seen that the positiveness of the determinant is necessary to obtain a probability for which \(P \in [0, 1]\).

\(^2\)One can further notice that the staggered action (2.22) connects only nearest neighbors and therefore in the matrix \(M^\dagger M\) only the odd-odd and the even-even elements are nonzero. Furthermore, the determinant can be factorized as

\[ \det(M^\dagger M) = \det(M^\dagger M)_{\text{even}} \cdot \det(M^\dagger M)_{\text{odd}} \]

and using the actual form of the Dirac matrix it is also easy to see that the even and odd factors are equal. Therefore (2.43) indeed holds.
Using this representation of the determinant the partition of (2.37) can therefore be written in the following form:

\[
\mathcal{Z} = \frac{1}{C} \int \mathcal{D}U \mathcal{D}\varphi \mathcal{D}\varphi e^{-S_G(U)-\varphi^\dagger(M^\dagger M)^{-1}_{\text{even}}\varphi} \tag{2.44}
\]

In the molecular dynamics method one introduces a new simulation time parameter \(\tau\) and considers the time development of the system in this new variable, which can be obtained via the Hamiltonian formulation. The canonical variables\(^1\) of this Hamiltonian are the gauge fields \(U_n(\tau)\) and the corresponding conjugate momenta \(\Pi_n(\tau)\), for a fixed value of the pseudofermion fields \(\varphi\). Therefore we introduce the conjugate momenta and integrate over them also to rewrite the partition function as

\[
\mathcal{Z} = \frac{1}{CC'} \int \mathcal{D}\Pi \mathcal{D}U \mathcal{D}\varphi \mathcal{D}\varphi e^{-\sum_n \text{Tr}\Pi_n^2 - S_G(U)-\varphi^\dagger(M^\dagger M)^{-1}_{\text{even}}\varphi} \tag{2.45}
\]

Thus the Hamiltonian of this system can be written as

\[
\mathcal{H} = \frac{1}{2} \sum_n \text{Tr}\Pi_n(\tau)^2 + S_G(U_n(\tau)) + \varphi^\dagger(M^\dagger(U_n(\tau))M(U_n(\tau)))^{-1}_{\text{even}}\varphi \tag{2.46}
\]

The canonical equations of motion as derived from \(\mathcal{H}\) can now be solved as a function of \(\tau\). Along the solutions \(\Pi_n(\tau), U_n(\tau)\) the “energy” \(\mathcal{H}\) of the system is constant. Thus, advancing along such a trajectory corresponds to a special Metropolis step for which the acceptance probability is 1. In this formulation the expectation value of an observable is obtained by averaging along the classical trajectory.

Since in practice the canonical equations can only be integrated approximately, in some discrete steps of \(\delta\tau\), the conservation of energy will also be approximate. A possible prescription to carry out this numerical integration is the so-called leapfrog algorithm, which introduces errors of \(\delta\mathcal{H} \sim \delta\tau^2\). However, if a Metropolis acceptance test is inserted at the end of each trajectory, the systematic error caused by the finite \(\delta\mathcal{H}\) can also be eliminated.

From the numerical point of view, the most demanding part of this algorithm is that in each step of the molecular dynamics trajectory (and also in the final Metropolis step), a matrix inversion has to be carried out to obtain the momenta \(\Pi_n\) (which contains terms of the form \((M^\dagger M)^{-1}\varphi\)). Equivalently, one has to exactly solve the system of linear equations

\[
\varphi = (M^\dagger M)\chi \tag{2.47}
\]

\(^1\)Here the index \(n\) runs over all the links.
This can be solved by e.g. the conjugate gradient method. The time this algorithm needs for solving the above equation is proportional to the condition number of the matrix which, in turn, is related to the inverse quark mass. Due to this, simulations of systems with smaller quark masses are increasingly difficult.

2.5.3 HMC with staggered fermions

In order for the staggered lattice action to describe 1 (or 2) quark flavors, one needs to take the fourth (or square) root of the fermion determinant, as in (2.23). Unfortunately, in this case the conjugate gradient method fails. However, one can use rational functions to approximate the root function as

\[ \sum_{j=1}^{J} \frac{a_j + b_j x}{c_j + x} \simeq \frac{1}{\sqrt{x}} \]  

(2.48)

For each term, the system of equations in (2.47) can now be solved and using \( J = 10 - 15 \) terms and appropriately tuned coefficients the exact solution for the inversion of the root of \( M^T M \) can be recovered. This algorithm is referred to as the Rational HMC (RHMC) method [41]. This algorithm was used to obtain all of the results presented in this thesis.
2. QUANTUM CHROMODYNAMICS AND THE LATTICE APPROACH
Chapter 3

QCD thermodynamics on the lattice

After this brief introduction to the lattice approach of QCD, I will analyze the theory from the thermodynamic aspect. In this section I will identify the symmetries of the theory and consider the corresponding observables that one can use to extract the thermodynamic properties of the system. First of all, let us consider the partition function \((2.23)\) in the staggered formulation, generalized to the case of a higher number of flavors. The flavors are labeled by \(q\), each having a mass of \(m_q\), an assigned chemical potential \(\mu_q\) and a degeneracy \(N_q\) (thus, in the 2 + 1-flavor system \(N_u = 2\) and \(N_s = 1\)). Also, let us denote the total number of quarks as \(N_Q = \sum_q N_q\). After integrating out the quark fields \(\psi_q\), the partition function reads

\[
Z = \int \mathcal{D}U e^{-S_G(U)} \prod_q \det M^{N_q/4}(U, m_q, \mu_q). \tag{3.1}
\]

where the dependence of the determinant on the chemical potential and the mass is explicitly written out. For each \(q\), the chemical potential \(\mu\) is treated in the grand canonical approach i.e. the action is complemented by a term \(\mu N\) where \(N\) is the number of quarks in the system. The lattice implementation of the chemical potential is studied in detail in section 3.3. Nevertheless, note already here that the chemical potential enters only the fermionic part of the action and is not present in \(S_G\). The expectation value of an arbitrary observable \(\phi\) based on the above partition function is written as

\[
\langle \phi \rangle = \frac{1}{Z} \int \mathcal{D}U \phi e^{-S_G(U)} \prod_q \det M^{N_q/4}(U, \mu_q, m_q) \tag{3.2}
\]

Here and in the following the fermionic determinant is calculated using the staggered discretization, which is used for obtaining all of the results in this thesis.
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3.1 Thermodynamic observables

In lattice simulations the partition function (3.1) itself is not directly accessible. There are on the other hand various observables one can measure using the partial derivatives of \( \log Z \). Such observables will in general be sensitive to the transition between hadronic matter and the QGP and thus play a very important role in thermodynamic studies. These are often referred to as \textit{approximate order parameters}. The reason for this will be discussed in more detail in section 4.1.

3.1.1 Chiral quantities

It is well known that the QCD Lagrangian (2.3) exhibits an \( U(N_Q)_L \times U(N_Q)_R \) chiral symmetry in the limit \( m_q \to 0 \) where all flavors are massless. In particular, an axial \( U(1) \) transformation on any field \( \psi_q \) leaves the Lagrangian invariant:

\[
\psi_q \to e^{i\theta \gamma_5} \psi_q, \quad \bar{\psi}_q \to \bar{\psi}_q e^{i\theta \gamma_5} \Rightarrow \mathcal{L}(m_q = 0) \to \mathcal{L}(m_q = 0)
\]  
(3.3)

The staggered fermion formulation – although not fully chirally symmetric – is also invariant under such a transformation. This part of the group is therefore often referred to as the staggered remnant of the full chiral group. Note that Wilson-fermions do not preserve this symmetry and thus in this case the breakdown of chiral symmetry would be much more difficult to study.

The order parameter of this symmetry is the quark chiral condensate \( \bar{\psi}_q \psi_q \). The chirally broken (low temperature) phase is characterized by a nonzero vacuum expectation value \( \langle \bar{\psi}_q \psi_q \rangle > 0 \), while in the symmetric (high temperature) phase \( \langle \bar{\psi}_q \psi_q \rangle = 0 \). The chiral condensate for the flavor \( q \) can be written as the partial derivative of the partition function with respect to the quark mass \( m_q \):

\[
\langle \bar{\psi}_q \psi_q \rangle \equiv \frac{\partial \log Z}{\partial m_q} = \frac{N_q}{4} \int \mathcal{D}U e^{-S_G(U)} \det M^{N_q/4-1} \frac{\partial \det M}{\partial m_q} = \frac{N_q}{4} \int \mathcal{D}U e^{-S_G(U)} \det M^{N_q/4} \frac{\partial \log \det M}{\partial m_q}
\]  
(3.4)

Using the equality \( \log \det = \text{Tr} \log \) and taking into account that \( \frac{\partial M}{\partial m_q} = 1 \), one obtains:\

\[
\langle \bar{\psi}_q \psi_q \rangle = \frac{N_q}{4} \langle \text{Tr}(M^{-1}) \rangle
\]  
(3.5)

\(^1\)Here the identity \((M^{-1})' = -M^{-1}M'M^{-1}\) is also used with the prime denoting differentiation with respect to an arbitrary variable. Also note that although suppressed, the Dirac operator of course flavor-dependent.
3.1 Thermodynamic observables

The second derivative of \( \log Z \) with respect to the quark mass is also of interest; it is called the chiral susceptibility:

\[
\langle \chi_{\bar{q}q} \rangle = \frac{\partial^2 \log Z}{\partial m_q^2}
\]

\[
= -\frac{N_q^2}{16} \langle \text{Tr}(M^{-1}) \rangle^2 + \frac{N_q^2}{16} \langle \text{Tr}(M^{-1}) \text{Tr}(M^{-1}) \rangle - \frac{N_q}{4} \langle \text{Tr}(M^{-1} M^{-1}) \rangle
\]

\[
\equiv -\langle \bar{\psi}_q \psi_q \rangle^2 + \langle \chi_{\bar{q}q}^{\text{disc.}} + \chi_{\bar{q}q}^{\text{conn.}} \rangle
\]  

(3.6)

where the contribution originating from the single expectation value is divided into a disconnected and a connected part with

\[
\bar{\psi}_q \psi_q = \frac{N_q}{4} \text{Tr}(M^{-1}), \quad \chi_{\bar{q}q}^{\text{disc.}} = (\bar{\psi}_q \psi_q)^2, \quad \chi_{\bar{q}q}^{\text{conn.}} = \frac{\partial (\bar{\psi}_q \psi_q)}{\partial m_q}
\]  

(3.7)

Usually one studies the chiral condensate density and the chiral susceptibility density, which is obtained from the above combinations after a multiplication with \( 1/V_{4D} = T/V \).

3.1.2 Quark number-related quantities

A part of the full chiral group is the \( U(1) \) vector symmetry. This symmetry of (2.3) corresponds to the freedom of redefining the phases of the quark fields

\[
\psi_q \rightarrow e^{i\theta} \psi_q, \quad \bar{\psi}_q \rightarrow \bar{\psi}_q e^{-i\theta} \Rightarrow \mathcal{L} \rightarrow \mathcal{L}
\]  

(3.8)

This \( U(1) \) symmetry – which is valid for arbitrary \( m_q \) – is related to quark number conservation. Thus in this regard it is useful to study the quark number density \( n_q \), which is proportional to the first derivative of \( \log Z \) with respect to the chemical potential \( \mu_q \):

\[
\langle n_q \rangle \equiv \frac{\partial \log Z}{\partial \mu_q}
\]  

(3.9)

In the same manner as in (3.4) and (3.5) one obtains:

\[
\langle n_q \rangle = \frac{N_q}{4} \langle \text{Tr}(M^{-1} M') \rangle
\]  

(3.10)

where the prime indicates a derivative with respect to the chemical potential assigned to the quark labeled by \( q \). Second derivatives with respect to the various chemical potentials can also be defined. For the study of the phase diagram we will only be interested in the diagonal
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susceptibilities, i.e. those that are twice differentiated with respect to the same \( \mu_q \). These observables we will refer to as the quark number susceptibilities:

\[
\langle \chi_q \rangle \equiv \frac{\partial^2 \log Z}{\partial \mu_q^2} = -\left( \frac{N_q}{4} \right)^2 \langle \text{Tr}(M^{-1}M') \rangle^2 + \left( \frac{N_q}{4} \right)^2 \langle \text{Tr}(M^{-1}M')^2 \rangle + \frac{N_q}{4} \langle \text{Tr}(M^{-1}M'' - M^{-1}M'M^{-1}M') \rangle
\]

which is compactly written as

\[
\langle \chi_q \rangle \equiv -\langle n_q \rangle^2 + \langle \chi_q^{\text{disc.}} + \chi_q^{\text{conn.}} \rangle
\]

where a disconnected and a connected term was once again defined:

\[
n_q = \frac{N_q}{4} \text{Tr}(M^{-1}M'), \quad \chi_q^{\text{disc.}} = n_q^2, \quad \chi_q^{\text{conn.}} = \frac{\partial n_q}{\partial \mu_q}
\]

To obtain the corresponding densities one should once again multiply by \( T/V \). Moreover, it is customary to study the combination \( \langle \chi_q \rangle / T^2 \) for reasons discussed in section 4.2.3.

Note that despite its name, the quark number susceptibility does not exhibit the peak-like structure that is usual for a susceptibility in statistical physics. This is due to the fact that \( \chi_q \) can also be written as the first derivative (with respect to \( \mu_q^2 \)) of the thermodynamic potential \( \log Z \).

3.1.3 Confinement-related quantities

In the limit \( m_q \to \infty \) of infinitely heavy quarks the QCD Lagrangian possesses an additional symmetry. In this limit quarks decouple from the theory and one is left with a purely gluonic system described by \( S_G \). This system is invariant under a center transformation of the temporal links, i.e. a transformation where each temporal link \( U_4(n) \) is multiplied by a \( Z \in Z(3) \) center element (and the adjoint links by \( Z^+ \)). Since by definition \( Z \) commutes with every link variable, any closed loop of links is invariant under this transformation, except for loops that wind around the temporal direction. Therefore there is an observable that explicitly breaks this \( Z(3) \) symmetry, which can be constructed by multiplying the links along timelines:

\[
P = \frac{1}{V} \sum_{n_1,n_2,n_3} \text{Tr} \prod_{n_4=0}^{N_t-1} U_4(n)
\]

This observable is called the Polyakov loop. Its expectation value is connected to the free energy of a static quark-antiquark pair taken infinitely far apart \( F_{q\bar{q}}(r \to \infty) \):

\[
|\langle P \rangle| = e^{-F_{q\bar{q}}(r \to \infty)/2T}
\]
In the low temperature phase of pure gauge theory \( F_{\bar{q}q}(r) \) diverges as \( r \to \infty \) and as a consequence \( \langle P \rangle = 0 \). This is just the phenomenon of confinement: it takes infinitely large energy to separate a quark from an antiquark (this can be thought of as the presence of a string that connects the quark and the antiquark). At high temperatures quarks are no longer confined and thus \( F_{\bar{q}q}(r \to \infty) \) is finite, producing a nonzero expectation value for the Polyakov loop. In view of the observation that (3.14) is not invariant under \( Z(3) \) transformations, this means that the Polyakov loop acts as the order parameter of center symmetry: at low temperature the symmetry is intact, while at high temperatures it is spontaneously broken.

In full QCD with finite quark masses \( Z(3) \) is not a valid symmetry anymore, as the fermion determinant contains terms that transform nontrivially. This non-invariance can pictorially be described by the fact that quark-antiquark pairs can be created from the vacuum and the “string” formed between strong charges can break. Nevertheless, the Polyakov loop still signals the transition from hadronic matter to the QGP by increasing from almost zero to a larger value.

For the scale setting procedure of chapter 6 we will also use the susceptibility of the Polyakov loop, which is defined as

\[
\chi_P = V \left( \langle P^2 \rangle - \langle P \rangle^2 \right)
\]  

(3.16)

3.1.4 Equation of state-related quantities

The partition function also serves to define observables that can be used to establish the equation of state of the theory. Such observables play an important role in describing the thermodynamic properties of the system; their definition is given in this section. These definitions will be applied in chapter 5 for the determination of the equation of state both in pure gauge theory and in full QCD.

The free energy density is related to the logarithm of the partition function as

\[
f = -\frac{T}{V} \log Z
\]

(3.17)

The pressure is given by the derivative of \( T \log Z \) with respect to the volume. Assuming that we have a large, homogeneous system, differentiation with respect to \( V \) is equivalent to dividing by the volume. Therefore in the thermodynamic limit the pressure can be written as minus the free energy density:

\[
p = -\lim_{V \to \infty} f.
\]

(3.18)

In lattice simulations the validity of this assumption has to be checked. This will also be elaborated on in chapter 5 and chapter 6. Having calculated the pressure as a function of the
temperature \( p(T) \), all other thermodynamic observables can also be reconstructed. The trace anomaly \( I \) is a straightforward derivative of the normalized pressure:

\[
I \equiv \epsilon - 3p = T^5 \frac{\partial}{\partial T} \frac{p(T)}{T^4}
\] (3.19)

This combination is often called interaction measure as it measures the deviation from the equation of state of an ideal gas \( \epsilon = 3p \). The inverse relation can easily be written as

\[
\frac{p(T)}{T^4} = \frac{T}{T} \int_0^T \frac{I(T')}{T'5} dT'
\] (3.20)

Using the pressure and the trace anomaly the energy density \( \epsilon \), the entropy density \( s \) and the speed of sound \( c_s \) can be calculated as

\[
\epsilon = I + 3p, \quad s = \frac{\epsilon + p}{T}, \quad c_s^2 = \frac{\partial p}{\partial \epsilon}\bigg|_s
\] (3.21)

Note that in the absence of a chemical potential all the above observable are functions of only one variable, namely the temperature \( T \). Therefore varying the pressure or the energy density inevitably modifies the entropy density also. Nevertheless, the speed of sound remains a well-defined quantity, since it can be rewritten as a ratio of two partial derivatives at constant volume [42]:

\[
c_s^2 = \frac{\partial p}{\partial T}\bigg|_V / \frac{\partial \epsilon}{\partial T}\bigg|_V
\] (3.22)

### 3.2 Renormalization

In the previous sections I presented the most important observables that one can use to study the thermodynamic properties of the system. These are all constructed using the free energy density, which is however an ultraviolet divergent quantity. Thus, in order to have a meaningful continuum limit, a proper renormalization to these observables has to be applied. Based on dimensional reasoning, the free energy itself contains additive divergences in the following form [43]:

\[
f = f_r + \mathcal{O}(a^{-4}) + \mathcal{O}(m^2a^{-2}) + \mathcal{O}(m^4 \log(a))
\] (3.23)

with \( f_r \) being the renormalized free energy density. Note that a term \( T^2a^{-2} \) – despite having the correct dimension – is not present in the above expression. The absence of this contribution expresses the fact that divergences are in general independent of the temperature. Once one calculated the divergences at \( T = 0 \) and carried out a proper renormalization, the effect of
heating up the system to a finite temperature is just equivalent to assigning different weights to the states according to the Boltzmann-factors. This of course should not bring in new divergences.

One can eliminate the additive divergences by subtracting the $T = 0$ contribution from the free energy. Thus the following expression is ultraviolet finite:

$$f_r(\alpha_i, T) = f(\alpha_i, T) - f(\alpha_i, T = 0)$$  \hspace{1cm} (3.24)

where $\alpha_i$ are the bare parameters of the theory, on which the dependence of $f$ is explicitly written out in order to emphasize that the subtraction has to be carried out at the same value for each bare parameter. Remember that the temperature can be set according to the number of lattice sites $N_t$ in the temporal extent, see (2.11). Therefore, on a finite lattice, zero temperature can never be realized. Usually, however, a large enough $N_t$ (such as $N_t \gtrsim N_s$) represents a system that is so deep in the low-temperature phase that can it can safely be considered as having effectively zero $T$. Accordingly, in the following, $T = 0$ should be thought of in this sense.

### 3.2.1 Renormalization of the approximate order parameters

The chiral condensate – as a result of being a derivative with respect to the bare mass – also contains a multiplicative divergence besides the additive one. This can be cancelled if one multiplies with the bare mass such that the resulting combination is a renormalization group invariant. In order to obtain a dimensionless expression a simple normalization by some mass scale $Q^4$ can be carried out\(^1\):

$$\bar{\psi}\psi_r(T) = \frac{m}{Q^4} \cdot (\bar{\psi}\psi(T) - \bar{\psi}\psi(T = 0))$$  \hspace{1cm} (3.25)

in the same manner, the chiral susceptibility is renormalized with the square of $m$:

$$\chi_{\bar{\psi}\psi,r}(T) = \frac{m^2}{Q^4} \cdot (\chi_{\bar{\psi}\psi}(T) - \chi_{\bar{\psi}\psi}(T = 0))$$  \hspace{1cm} (3.26)

For the normalization $Q^4$ one can use the fourth power of the $T = 0$ pion mass $m_\pi^4$, or any other (possibly temperature dependent) combination, e.g. $T^4$ or $m_\pi^2 T^2$. This will be elaborated on in more detail in section 4.2.3. We remark here that this renormalization procedure leads to a

\(^1\) The chiral condensate $\bar{\psi}_q\psi_q$ is abbreviated here as $\bar{\psi}\psi$; the renormalization procedure applies to any of the quark flavors. Also, dependence on the bare parameters is suppressed from now on.
somewhat unusual chiral condensate which vanishes at $T = 0$ and reaches a negative value at $T \to \infty$.

The quark number density and the quark number susceptibility inherit no divergent contributions from the free energy density and thus remain finite as the continuum limit is approached. The origin of this is the absence of a $\mu^2 a^{-2}$ term in (3.23), which follows from the fact that quark number is a conserved quantity and thus needs no renormalization. Conserved currents associated with non-Abelian symmetries are in general not renormalized since they obey nonlinear commutation relations and thus their overall normalization is already fixed. For Abelian symmetries like the $U(1)$ symmetry of quark number conservation nonrenormalization can be deduced from the corresponding Ward identity.

The divergences of $f$ also show up in the Polyakov loop. These can be eliminated by the renormalization of the static quark-antiquark potential $V(r)$ at $T = 0$ [44], namely, prescribing the condition $V'(r_0) = 0$ for the renormalized potential. This can be interpreted for the Polyakov loop to satisfy the renormalization condition

$$|\langle P_r \rangle| = |\langle P \rangle| e^{V(r_0)/2T}$$

The potential $V(r)$ on the other hand can be determined at $T = 0$ from Wilson loops.

### 3.2.2 Renormalization of the pressure

On the lattice the renormalization (3.24) can be written in the form

$$f_{\text{lat}}^r(\alpha_i, N_s, N_t) = f_{\text{lat}}^r(\alpha_i, N_s, N_t) - f_{\text{lat}}^r(\alpha_i, N_s, N_t^\text{sub})$$

(3.28)

where the temperature (to which the left hand side corresponds to) is determined through $T = (N_t a(\alpha_i))^{-1}$ with the lattice spacing treated as a function of the bare parameters. Furthermore it is useful to define the integer parameter $\xi > 1$ by

$$N_t^\text{sub} = \xi N_t$$

(3.29)

that is to say, the lattice used for the subtraction corresponds to a temperature of $T/\xi$. Instead of using a large $\xi$ (i.e. a large $N_t^\text{sub}$, which is computationally very demanding), one can also calculate the renormalized observables using a reasonably small $\xi$ (due to the fact that divergences are in general independent of the temperature). This approach is presented here for the case of the pressure, but it can also be generalized to any other quantity that is additively renormalized.
Let us introduce the following combination [15]:

\[ \tilde{\rho}_\xi(T) = p(T) - p(T/\xi) \] (3.30)

with \( \xi \) being an integer larger than one. Using this difference the renormalized pressure can be built up as

\[ p_r(T) = p(T) - p(T/\xi) + p(T/\xi) - p(T/\xi^2) + p(T/\xi^2) - p(T/\xi^3) + \ldots = \tilde{\rho}_\xi(T) + \tilde{\rho}_\xi(T/\xi) + \tilde{\rho}_\xi(T/\xi^2) + \ldots \] (3.31)

Furthermore, for the dimensionless combination this means

\[ \frac{p_r(T)}{T^4} = \frac{\tilde{\rho}_\xi}{T^4} \bigg|_T + \frac{1}{\xi^4} \cdot \frac{\tilde{\rho}_\xi}{T^4} \bigg|_{T/\xi} + \frac{1}{\xi^8} \cdot \frac{\tilde{\rho}_\xi}{T^4} \bigg|_{T/\xi^2} + \ldots \] (3.32)

Since the forthcoming terms are suppressed by increasing powers of \( \xi^{-4} \) (and since the pressure itself gives smaller contributions at smaller temperatures) in practice one can safely truncate the series after a few terms. Simply using the first term in the series with \( \xi = 3 \) causes a relative error of somewhat more than one percent. For the study of the EoS in section 5.3 this ratio is below the typical statistical error and thus can safely be ignored at the level of the present statistics.

The renormalization prescription (3.32) can also be applied to the trace anomaly \( I \), the energy density \( \epsilon \) and the entropy density \( s \). However, since these can all be derived from the pressure, if once the renormalization of the pressure is carried out, the other observables are also going to be finite in the continuum limit.

### 3.3 Chemical potential on the lattice

In heavy ion collisions usually there is a nonzero net quark density in the system resulting from the initial excess of quarks over antiquarks. In the grand canonical approach to statistical physics the density of quarks can be controlled by a chemical potential \( \mu \), which can be introduced by including in the action a term \( \mu N \) with \( N \) being the number of quarks. In the Euclidean formulation the equivalent of \( N \) is the four-volume integral of \( j_4 \equiv \bar{\psi} \gamma_4 \psi \). A naive inclusion of the chemical potential by an additional \( \mu j_4 \) term in the action would however cause quadratic divergences in the energy density [45].

However, the term \( \bar{\psi} i g \gamma_\nu A_\nu \psi \) in the QCD Lagrangian shows that the chemical potential actually acts like the fourth component of a purely imaginary, constant vector potential \( (\mu \sim igA_4) \). Consequently, a straightforward way to introduce \( \mu \) on the lattice is to complement the
3. QCD THERMODYNAMICS ON THE LATTICE

fourth component of the gauge field with it in the fermionic part of the action\(^1\). This amounts to multiplying the links in the forward Euclidean time direction with \(e^{a_\mu}\), and the backward links with \(e^{-a_\mu}\). As a result the fermionic action will be (using the staggered formulation):

\[
S_{\text{stag}}^F(\mu) = \frac{1}{2} \sum_n \left[ \sum_{\nu=1}^{3} \eta_\nu(n) \left( \bar{\psi}(n)U_\nu(n)\psi(n + a\nu) - \bar{\psi}(n + a\nu)U_\nu^\dagger(n)\psi(n) \right) \\
+ \eta_4(n) \left( \bar{\psi}(n)U_4(n)e^{a_\mu}\psi(n + a\hat{\mu}) - \bar{\psi}(n + a\hat{\mu})U_4^\dagger(n)e^{-a_\mu}\psi(n) \right) \right] + ma \sum_n \bar{\psi}(n)\psi(n) \tag{3.33}
\]

On the other hand it is easy to prove that the fermion determinant can be written as a sum over closed loops. In such loops factors of \(e^{\\pm a_\mu}\) once again cancel, unless the loop winds around the Euclidean time direction. For a loop with \(n_w\) number of windings the total contribution will therefore be \((e^{\\pm a_\mu})^{n_w}\). This however implies that implementing the chemical potential on the lattice can be done by multiplying the time-like links by \(e^{a_\mu N_t} = e^{\mu/T}\) on a single timeslice (and the links in the opposite direction in that timeslice by \(e^{-\mu/T}\)). This implementation is connected to that in (3.33) by a transformation of the links, which leaves the fermion determinant unchanged.

The action (3.33) describes one quark flavor. For the case of more flavors a different chemical potential has to be assigned to each quark field. As mentioned before, in the energy range under study it is useful to take into account the three lightest flavors \(u, d\) and \(s\). In heavy ion collisions the strangeness of the initial states is zero, and – due to the strangeness-conserving nature of the strong interactions – strange quarks \(s\) can only be produced together with their antiquarks \(\bar{s}\). This implies that the net strange density throughout the whole process is zero, thus \(\mu_s = 0\). Furthermore, it is also realistic to set the chemical potential assigned to \(u\) and \(d\) the same: \(\mu_u = \mu_d \equiv \mu_Q\). This quark chemical potential is then equal to one third of the baryonic chemical potential: \(\mu_Q = \mu_B/3\). In the following, if not stated otherwise, \(\mu\) will always denote the chemical potential assigned to the light quarks \(\mu_Q\).

3.3.1 The sign problem

In section 2.3.4 it was shown that the fermion matrix satisfies the condition (2.24). However, if a chemical potential is present, the important property of \(\gamma_5\)-hermiticity is lost, and consequently

\(^1\)Remember that the gauge field is defined as \(U_\nu = e^{iga_\nu}\.\)
the determinant of $M$ will be complex. This implies – as can be explicitly checked using the
discretization (3.33) – that in such cases the fermion matrix satisfies (for any $\mu \in \mathbb{C}$):

$$\gamma_5 M(\mu) \gamma_5 = M^\dagger (-\mu^*)$$

(3.34)

This of course gives the original condition for $\mu = 0$. Note however, that $\gamma_5$-hermiticity also
holds for purely imaginary values of the chemical potential.

For a real chemical potential on the other hand the determinant will be some complex
function and thus cannot be used as a probability weight in (2.16). Since physical observables
have real expectation values, it is instructive to use the real part $\text{Re} \det(M)e^{-S_G}$ as the weight.
This can however still be negative and as a consequence can cause large cancellations when
averaged over different configurations. This is called the sign problem. Note that a nonzero
imaginary part of the determinant is necessary in order to describe a system with nonzero
baryon number [46]. We remark furthermore, that the sign problem is a general characteristic
of Monte-Carlo studies of fermionic systems and is not particular to the lattice approach.

Recently several methods were developed to circumvent the sign problem and thus access
the region of small chemical potentials. They are all based on simulations at zero or purely
imaginary chemical potentials where as was argued for according to (3.34) the sign problem is
absent.

In the reweighting method one generates configurations with the action with zero (or purely
imaginary) $\mu$, and then assigns new weights to them in a way that they describe a $\mu > 0$
ensemble [8, 47–50]. Although this approach is exact in the infinite statistics limit, on a
finite number of configurations the weights oscillate strongly, resulting in a large cancellations.
Furthermore, since it requires the evaluation of the fermionic determinant, the reweighting
method is unfortunately restrained to rather small lattices. Another method is to carry out
measurements at various values of the purely imaginary $\mu$ and then analytically continue to
a real chemical potential according to some ansatz function [51–60]. One needs to carefully
choose the actual form of the ansatz function since the continued results depend very strongly
on it. A further approach is the use of the canonical ensemble, where one works in sectors with
fixed baryon number [61–63] and once again the determinant of the fermion matrix needs to
be calculated. Finally, a possible method to analyze the system with nonzero $\mu$ is to carry out
a Taylor expansion around zero (or purely imaginary) chemical potential. Such studies can be
improved by measuring higher order coefficients in the expansion. This approach can be shown
to be just the expanded version of the reweighting method. Furthermore, the Taylor-expansion
is not restricted to small lattices, which allows for the systematic study of finite size and lattice
discretization errors. In principle the expansion is expected to converge up to the singularity on the complex $\mu$-plane that is closest to the origin.

In this thesis I present results regarding the phase diagram that were obtained using the Taylor expansion technique. Therefore the next section is devoted to the detailed study of this approach.

### 3.3.2 Taylor expansion in $\mu$

It is instructive to begin with two general remarks. First, time reversal symmetry ensures that $Z(\mu) = Z(-\mu)$ i.e. the partition function – and thus e.g. the chiral susceptibility also – is an even function of the chemical potential. As a consequence of this, derivatives with respect to $\mu^2$ and second derivatives with respect to $\mu$ are proportional to each other at zero chemical potential:

$$\frac{\partial^2 \langle \chi \bar{\psi} \psi \rangle}{\partial \mu^2} \bigg|_{\mu=0} = 2 \frac{\partial \langle \chi \bar{\psi} \psi \rangle}{\partial (\mu^2)} \bigg|_{\mu=0}$$ (3.35)

Second, let us expand the fermion determinant in the chemical potential as

$$\det M(\mu) = a_0 + a_1 \mu + a_2 \mu^2 + a_3 \mu^3 + \ldots$$ (3.36)

Equation (3.34) implies that for the determinant $\det M(\mu) = \det M^\dagger(-\mu^*)$ holds. For the coefficients $a_i \in \mathbb{C}$ this accounts to

$$a_0 = a_0^*; \quad a_1 = -a_1^*; \quad a_2 = a_2^*; \quad \ldots$$ (3.37)

which means that even coefficients $a_{2n}$ are real, while odd coefficients $a_{2n+1}$ are purely imaginary (for any $n \in \mathbb{N}$).

By means of the Taylor expansion approach one reconstructs observables at finite chemical potential using their derivatives at zero chemical potential. Instead of $\mu = 0$, the expansion could also be carried out around a purely imaginary $\mu = i\mu_1$. However, for the curvature of the pseudocritical line, which will be the primary objective of the next chapter of the thesis, the behavior of observables around $\mu = 0$ is of interest.

Suppose now that we have an observable $\phi$, which may depend explicitly on $\mu$. Remember that $\mu$ now denotes the light chemical potential. As a straightforward calculation shows, the derivative of the expectation value $\langle \phi \rangle$ (see (3.2)) with respect to $\mu$ can be written as:

$$\frac{\partial \langle \phi \rangle}{\partial \mu} = \langle n\phi \rangle - \langle n \rangle \langle \phi \rangle + \langle \phi' \rangle$$ (3.38)
3.3 Chemical potential on the lattice

where \( n \) is the light quark number density as in (3.10) and the prime stands for the derivative with respect to the light chemical potential. The second derivative is similarly given by:

\[
\frac{\partial^2 \langle \phi \rangle}{\partial \mu^2} = \left( \phi(n^2 + n') \right) - \langle n \rangle \langle n \phi \rangle - \langle \phi \rangle \left( n^2 + n' \right) - \langle n \phi \rangle \langle n \rangle + 2 \langle n \rangle^2 \langle \phi \rangle + \\
+ \langle n \phi' \rangle - \langle \phi' \rangle \langle n \rangle + \langle \phi'' \rangle + \langle n \phi' \rangle - \langle \phi' \rangle \langle n \rangle
\]

(3.39)

where the combination \( n^2 + n' = \chi^{\text{disc}} + \chi^{\text{conn}} \) is the disconnected plus the connected part of the light quark number susceptibility (see definition in (3.12)). Now we can take into account that according to (3.37), odd derivatives of \( \det M \) — such as \( n \) — are purely imaginary. Therefore, expectation values of such operators necessarily vanish at zero \( \mu \). Using this fact we can rewrite the above two expressions as:

\[
\frac{\partial \langle \phi \rangle}{\partial \mu}_{\mu=0} = \langle n \phi \rangle + \langle \phi' \rangle
\]

(3.40)

\[
\frac{\partial^2 \langle \phi \rangle}{\partial \mu^2}_{\mu=0} = \left( \phi(n^2 + n') \right) - \langle \phi \rangle \left( n^2 + n' \right) + 2 \langle n \phi' \rangle + \langle \phi'' \rangle
\]

(3.41)

For observables that do not depend explicitly on the (light) chemical potential, like \( \phi = P \) or \( \phi = n_s \) (the latter only depends on \( \mu_s \)), the last two terms in (3.41) vanish. However, for \( \mu \)-dependent observables, like \( \phi = \bar{\psi} \psi \equiv \bar{\psi} \psi_{ud} \) this explicit \( \mu \)-dependence shows up and we have a nonzero contribution.

For the study of the phase diagram in chapter 4 two observables will be addressed: the renormalized chiral condensate and the strange quark number susceptibility. For \( \phi = \bar{\psi} \psi_r \) the formula (3.41) is directly applicable. Note that the additive renormalization (see section 3.2) of the condensate does not influence the derivative in question. For the strange quark number susceptibility (as in (3.12) with \( q = s \)) — even though at zero chemical potential \( \langle n_s \rangle = 0 \) — there is an additional term that contributes to the second \( \mu \)-derivative. Finally, at \( \mu = 0 \) one obtains for both observables

\[
\frac{T}{V} \left. \frac{\partial^2 \langle \bar{\psi} \psi_r \rangle}{\partial \mu^2} \right|_{\mu=0} = \frac{T}{V} \left[ \langle \bar{\psi} \psi_r (n^2 + n') \rangle - \langle \bar{\psi} \psi_r \rangle \langle n^2 + n' \rangle + 2 \langle \bar{n} \psi_r \rangle + \langle \bar{\psi} \psi_r'' \rangle \right]
\]

(3.42)

\[
\frac{T}{V} \left. \frac{\partial^2 \langle \chi_s/T^2 \rangle}{\partial \mu^2} \right|_{\mu=0} = \frac{T}{V T^2} \left[ \langle \chi_s (n^2 + n') \rangle - \langle \chi_s \rangle \langle n^2 + n' \rangle - 2 \langle n_s \rangle^2 \right]
\]

(3.43)
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Chapter 4

The phase diagram

As it was pointed out in the introduction, the phase diagram of QCD plays a very important role in high energy physics, both from the theoretical and the experimental point of view. The diagram displays the phases of strongly interacting matter as a function of the state parameters. As argued for in section 3.3, the density of quarks is controlled by a chemical potential and the relevant parameter (in e.g. heavy ion collisions) is the light baryonic chemical potential $\mu_B$. Consequently, it is instructive to study the phase diagram on the $\mu_B - T$ plane. In the following the light baryonic chemical potential is denoted simply by $\mu$.

For $\mu = 0$ various lattice results can be found in the literature. In particular the nature and the temperature of the transition were studied in detail. Before I present results regarding the phase diagram it is necessary to get acquainted with these $\mu = 0$ studies, therefore an overview of the topic is presented in section 4.1. Based on this grounding next I will address the case of nonvanishing chemical potentials. Unfortunately, here the situation is much more difficult, since the theory suffers from a sign problem, see section 3.3.1. In section 4.2 I report results on the curvature of the transition line, as the first $\mu > 0$ study in which a continuum extrapolation was carried out.

For this study we used the Symanzik improved gauge action (see section 2.4.3), while the fermions are discretized using the one-link staggered action with stout-smeared gauge links (see section 2.4.4).

4.1 The finite temperature transition

For the study of the finite temperature transition the first task is to identify the transition itself. To this end one has to explore the transition region and measure some observable that
is sensitive to the transition. The singularity or analytic jump in such observables indicates that the system transforms from one phase to another. We know that there are two distinctive symmetries that are connected to the finite temperature transition: chiral symmetry and $Z(3)$ symmetry (see detailed discussion in section 3.1.1 and 3.1.3). The breakdown of the $Z(3)$ symmetry and the restoration of chiral symmetry are the two phenomena that signal the finite temperature transition. On the other hand, in nature these symmetries are explicitly broken. While chiral symmetry is only valid when the quark masses are zero, $Z(3)$ symmetry is present only in the absence of dynamical quarks, i.e. when the quarks are infinitely heavy.

One sees that the transition depends very strongly on the actual values of the quark masses. In nature quarks are neither massless nor infinitely heavy, thus the two observables related to the two symmetries – the chiral condensate and the Polyakov loop – are not real order parameters. Nevertheless, they still signal the transition from one phase to the other and thus are useful to study as being approximate order parameters.

It is instructive to analyze the transition from the point of the quark masses a bit more in detail. One may can summarize the dependence of the nature of the transition on the light and strange masses in a compact form on the so-called Columbia-plot (see figure 4.1). In the upper right corner, which corresponds to $m_s \to \infty, m_{ud} \to \infty$, lattice results unambiguously identified a first-order transition \[26–31\]. For the opposite limit one is restricted to model calculations. Such models have the same symmetries as QCD, and universality guarantees that near the critical points their behavior essentially coincides with that of QCD. At the origin \(m_s = m_{ud} = 0\) we expect to have a first-order transition, while along the vertical axis a second-order transition is predicted, with a universality class of $O(4)$. The physical point $m_{ud}^{phys}$, $m_s^{phys}$ on the other hand lies somewhere in the crossover region, as shown by lattice calculations. There are also indications that the second-order line in the lower left corner of the plot belongs to the $Z(2)$ universality class \[64\]. The position of this transition line relative to the physical point is also of phenomenological interest \[9, 55\]. Lattice results predict that the crossover transition may persist down to $\sim 0.1m^{phys}$ \[64\] (pointed to by the

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{columbia_plot.png}
\caption{The Columbia-plot: the nature of the finite temperature transition as a function of $m_{ud}$ and $m_s$. First-order transitions (green, dashed regions) are separated from crossovers (blue region) by second-order transitions (solid lines).}
\end{figure}
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arrow on the plot). Note that the scales on the plot are exaggerated. It is useful to remark here that the strength of the transition is a non-monotonic function of the quark masses. A similar non-monotonic behavior as a function of the chemical potential is therefore not to be excluded.

In the following I concentrate on the physical point, that is to say, the quark masses are set to their physical values (see section 2.4.1). The observables of interest are shown as a function of the temperature in figure 4.2. From left to right the renormalized chiral condensate, Polyakov loop, and the normalized strange quark number susceptibility are plotted in the transition region, measured on $N_t = 10$ lattices. While $\bar{\psi}\psi$ decreases from zero to a negative value (the details of the renormalization of the condensate is discussed in section 3.2), $P$ and $\chi_s/T^2$ increase from almost zero to a nonzero value. Apparently there is no singularity in the observables shown in figure 4.2. This is no surprise, since on a finite lattice no real phase transition can be realized, due to the fact that the partition function $Z$ is the finite dimensional integral of a positive integrand. A real phase transition can only be recovered in the infinite volume limit $V \to \infty$. It is therefore instructive to carry out measurements on various lattices with increasing (three dimensional) volume, and study the finite size scaling of the observables. Such a careful analysis was carried out recently and the results show that the continuum extrapolated observables show no singularities even in the infinite volume limit [4]. This reflects that the transition is an analytic crossover, as opposed to being a first-order phase transition.

![Figure 4.2](image)

**Figure 4.2:** The renormalized chiral condensate, Polyakov loop and the strange quark number susceptibility as functions of the temperature at $\mu = 0$.

Such a crossover transition – just like the melting of butter – does not exhibit a unique critical temperature. On the contrary, one can characterize the finite temperature transition
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of QCD by a pseudocritical temperature and a (nonzero) width\textsuperscript{1}. In particular, the transition temperature and the width can be determined by means of e.g. a cubic fit: the former is related to the inflection point of the curve, while the latter to the inverse slope at the inflection point. Note that the Polyakov loop and the strange susceptibility tend to give a somewhat higher transition temperature as compared to the chiral condensate (see figure 4.2). This difference also persists in results extrapolated to the continuum limit [35, 65]. This behavior is not unexpected and its reason lies in the crossover nature of the transition. Different definitions may give different results for the transition temperature, simply due to the nonsingular behavior of the logarithm of the partition function.

Throughout this chapter the stout smeared staggered fermionic action is used. This discretization was applied in the above cited studies also. The transition temperature was however also studied using various other formulations, including improved staggered actions or further fermionic implementations, see e.g. Refs. [66, 67].

4.2 The curvature of the $T_c(\mu)$ line

While at zero chemical potential lattice calculations provide reliable and accurate results [24, 25, 68, 69], there are various questions about the $\mu > 0$ region of the phase diagram still to be answered. Two possible scenarios are illustrated in figure 4.3. As discussed above, the transition at $\mu = 0$ is a crossover [4] and the transition temperature $T_c$ is expected to decrease as we increase $\mu$ (one might think that a system with high density favors the deconfined phase already at smaller temperatures). Apart from the actual shape of the $T_c(\mu)$ function, a particularly interesting question is whether the transition becomes weaker or stronger as $\mu$ grows.

A strengthening of the transition could lead to the existence of a critical point, where the crossover transforms into a true phase transition (see left side of figure 4.3). Indications for the existence of such a critical endpoint are present in the literature, see e.g. [8].

Another possibility is that the transition weakens with increasing $\mu$ (see right side of figure 4.3). Recently it was found on relatively coarse lattices that the transition at small $\mu$ is weaker as compared to the $\mu = 0$ situation [55, 59]. The existence of the critical point is not ruled out by this result, but it requires a non-monotonic behavior. Note, that the strength of the transition is also non-monotonic as a function of quark masses as it was demonstrated in

\textsuperscript{1}In the following the term transition temperature will refer to the pseudocritical temperature.
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![Figure 4.3: Two possible scenarios for the QCD phase diagram on the $\mu - T$ plane. The left panel shows a phase diagram with a transition growing stronger and possibly even turning into a real, first-order phase transition at a critical endpoint. The right panel on the other hand corresponds to a scenario with a weakening transition and no critical endpoint. The paths representing systems that describe the early Universe and a heavy ion collision are also shown by the arrows.](image)

**Figure 4.3:** Two possible scenarios for the QCD phase diagram on the $\mu - T$ plane. The left panel shows a phase diagram with a transition growing stronger and possibly even turning into a real, first-order phase transition at a critical endpoint. The right panel on the other hand corresponds to a scenario with a weakening transition and no critical endpoint. The paths representing systems that describe the early Universe and a heavy ion collision are also shown by the arrows.

section 4.1. A similar non-monotonic behavior can be observed at finite $\mu$ in a linear $\sigma$ model with two quarks [70].

The transition temperature $T_c(\mu)$ is determined in the following as a function of the chemical potential through a Taylor-expansion technique. A particularly important property of this function is its curvature $\kappa$ – i.e. its second derivative with respect to $\mu$ at $\mu = 0$. Due to the crossover nature of the transition, different definitions may give different results for $T_c(\mu)$ – and thus also for $\kappa$. To extract this quantity I will show the analysis of two different observables that are sensitive to the transition: the chiral condensate and the strange quark number susceptibility. Furthermore, the method also reveals information about the change in the slope of these observables as a function of $T$ near the transition temperature as $\mu$ is increased. This is closely related to the change in the width – or, in other words, the strength – of the transition. This information can indicate whether the transition grows and turns into a real, first-order phase transition or remains an analytic crossover.
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4.2.1 The transition temperature at nonzero $\mu$

Due to the fact that the partition function $Z$ is an even function of the chemical potential, the transition temperature also depends only on $\mu^2$. Accordingly, let us parameterize the transition line in the vicinity of the vertical $\mu = 0$ axis as

$$T_c(\mu^2) = T_c(1 - \kappa \cdot \mu^2 / T_c^2)$$

(4.1)

with $T_c$ being short for $T_c(0)$. This implies that the curvature can be written as

$$\kappa = -T_c \frac{d T_c(\mu^2)}{d(\mu^2)} \bigg|_{\mu=0}$$

(4.2)

In order to determine the curvature we have to measure $T_c$ as a function of $\mu$ for small chemical potentials. A straightforward way to do this would be to calculate the value of some observable as a function of $T$ at a nonzero $\Delta \mu$ using its value at $\mu = 0$ and the derivative (3.41). Then one can analyze the behavior of this observable in the transition region by means of e.g. a cubic fit to find the inflection point (like shown in section 4.1). However, this approach turns out to be somewhat ineffective since then a fitting of the reweighted data is required. Instead of this, we use a definition of $T_c$ which is more suitable for determining the curvature.

Let us consider a quantity $\phi(T, \mu^2)$ that is monotonic in $T$ in the transition region, and fulfills the following constraints\(^1\):

$$\lim_{T \to 0} \frac{\partial}{\partial \mu^2} \phi(T, \mu^2) = 0, \quad \lim_{T \to \infty} \frac{\partial}{\partial \mu^2} \phi(T, \mu^2) = 0$$

(4.3)

that is to say, $\phi$ does not depend on the chemical potential in the limiting cases $T \to 0$ and $T \to \infty$. For any fixed $\mu$ we can implicitly define a transition temperature $T_c(\mu^2)$ as the temperature at which $\phi(T, \mu^2)$ takes the predefined constant value $C$:

$$\phi(T, \mu^2) \bigg|_{T=T_c(\mu^2)} = C.$$  

(4.4)

We will choose a $C$ that corresponds to the inflection point of $\phi(T, 0)^2$.

4.2.2 Definition of the curvature

Now let us determine the curvature using the definition of $T_c(\mu^2)$. The total derivative of the observable $\phi(T, \mu^2)$ may be written as

$$d \phi = \left. \frac{\partial (\phi)}{\partial T} \right|_{\mu=0} dT + \left. \frac{\partial (\phi)}{\partial (\mu^2)} \right|_{\mu=0} d \mu^2$$

(4.5)

\(^1\)In order not to complicate the notation, in the text we simply write $\phi$ instead of $\langle \phi \rangle$.

\(^2\)The dependence of $T_c$ on the constant $C$ is suppressed in the following.
Along the $T_c(\mu^2)$ line, $\phi$ is constant by definition, thus $d\phi = 0$. One obtains

$$\frac{dT_c}{d\mu^2} = -\left(\frac{\partial \langle \phi \rangle}{\partial \mu^2}\right)\bigg|_{T=T_c} \bigg/ \left(\frac{\partial \langle \phi \rangle}{\partial T}\right)\bigg|_{T=T_c} 
$$

(4.6)

Thus, for every $C$ we can define a curvature. Since the $T_c(C)$ function is invertible for the whole $C$ range, we can also write the right hand side of (4.6) as a function of the temperature, $R(T)$.

The function $R(T)$ is related to the distance that the $\phi(T)$ curve shifts along the $T$ axis as the chemical potential is varied. Given $\phi(T)$ and $R(T)$ at zero chemical potential, the shift for non-zero $\mu$ at leading order is $R(T) \cdot \mu^2$ (the curve moves to the left if $R(T)$ is negative and to the right otherwise). This behavior is illustrated in figure 4.4.

Using $R(T)$ we can define a temperature dependent curvature according to (4.2) as $\kappa(T) = -T_c \cdot R(T)$.

The slope of $\kappa(T)$ around $T_c$ is related to the width of the transition as follows: if the slope is zero, i.e. $\kappa(T)$ is constant around $T_c$, then all points shift the same amount along the $T$ axis when a small chemical potential is switched on. This means that to leading order in $\mu$ the shape of the $\phi(T)$ function (and thus, the width of the transition) does not change. If the slope is positive, then points with larger $T$ shift more than the ones with smaller $T$ resulting in a compression of points, i.e. a narrower transition. Similarly, a negative slope indicates a broadening of the transition.

Putting all this together, the expression $\partial \kappa / \partial T$ is related to the relative change in the width $W(\mu)$ of the transition as the chemical potential increases:

$$\frac{1}{W} \frac{\partial W}{\partial (\mu^2)} = -\frac{1}{T_c} \frac{\partial \kappa}{\partial T} \bigg|_{T=T_c}$$

Figure 4.4: Illustration of the behavior of the observable $\phi$ at $\mu = 0$ and $\mu > 0$. The function $T_c(\mu^2)$ is defined as the temperature where $\phi(T, \mu^2)$ crosses a constant value $C$ (see definition in text).
where we assume that $W$ is proportional to the inverse slope of the quantity in question: $W \sim |(\partial \phi / \partial T|_{T=T_c})^{-1}$.

### 4.2.3 The $\mu$-dependence of the measured observables

The two quantities we used to play the role of $\phi$ are the renormalized chiral condensate and the strange quark number susceptibility. The definition and renormalization of these observables is detailed in section 3.1. For the case of the strange susceptibility it is useful to study the combination $\chi_s/T^2$, since it obeys the conditions of (4.3). It is easy to see that at $T = 0$ one gets $\chi_s/T^2 = 0$ and at $T \to \infty$ the normalized quark number susceptibility $\chi_s/T^2$ reaches its $\mu$ independent Stefan-Boltzmann limit of 1.

The situation with the chiral condensate is more delicate. The final normalization of this observable was carried out by $Q^4 = m_\pi^4$ (see renormalization condition (3.25)). Note that a division by $T^4$ which would also render the condensate dimensionless, changes the temperature-dependence to be non-monotonic, which would be disadvantageous in the present context. Furthermore, as it was already pointed out in section 3.2, $\bar{\psi}\psi_r$ is zero at $T = 0$ and approaches a negative value as the temperature is increased. A more conventional condensate which is positive at $T = 0$ and goes to zero at large temperatures can be obtained by a constant shift which is irrelevant for our present study.

Finally we need to show that the renormalized chiral condensate is independent of $\mu$ at $T = 0$ and $T \to \infty$. At $T = 0$ the partition function is independent of $\mu$ as long as $\mu$ is smaller than a $\mu_c$ critical value (the approximate baryon mass) and no baryons can be created from the vacuum. Only for $\mu > \mu_c$ does the partition function have a non-trivial $\mu$-dependence. Therefore, for $\mu < \mu_c$ all derivatives of $\mathcal{Z}$ (thus $\bar{\psi}\psi_r$) are independent of $\mu$. The chemical potential regime of interest lies in this region. In the Stefan-Boltzmann limit ($T \to \infty$) the $\mu$-independence can be proven by a straightforward calculation.

Now, according to (4.1) and (4.6), in order to measure the curvature two derivatives are necessary. The derivative $\partial \langle \phi \rangle / \partial T$ is calculated numerically, using the $\mu = 0$ data as a function of the temperature. The combination $\partial \langle \phi \rangle / \partial (\mu^2)$ on the other hand is determined using the technique detailed in section 3.3.2, in particular, see equations (3.42) and (3.43). The derivatives of the explicit dependence of the chiral condensate on $\mu$ (see last two terms of (3.42)) were calculated numerically, using a purely imaginary chemical potential $\Delta \mu_i$. The value of $\Delta \mu_i$ was varied in the range $0.01 \ldots 0.0005$, and it was checked that the finite differences converge fast enough to the $\Delta \mu_i \to 0$ values and the error coming from this approximation is
negligible compared to statistical errors. Taking into account these considerations $\Delta \mu_i = 0.001$ was used.

### 4.2.4 Finite size effects

In order to check for finite size effects the measurement of the derivatives $\partial \langle \phi \rangle / \partial (\mu^2)$ was also performed on lattices with different physical spatial extent for $N_t = 6$. In particular we compared results at $\beta = 3.555$ obtained on $24^3 \times 6$ and on $18^3 \times 6$ lattices. This value of $\beta$ corresponds to about 155 MeV, i.e. is near the pseudocritical temperature. The larger box is of physical size $\sim 5$ fm. We observe a good agreement as the results for $\partial \phi / \partial (\mu^2)$ agree within statistical errors for both the renormalized chiral condensate $\phi = \bar{\psi}\psi_r$ and the strange quark number susceptibility $\phi = \chi_s/T^2$, as can be seen in figure 4.5. Thus we conclude that finite size errors can be neglected at the present statistical accuracy. Note that this volume-independence is a consequence of the crossover nature of the transition.

### 4.3 Results

Since the actual shape of the $\kappa(T)$ function is unknown it is instructive to carry out a Taylor expansion around $T_c$ in the $t = (T - T_c)/T_c$ dimensionless variable:

$$
\kappa(T) = \kappa(T_c) + c_0 \cdot t + c_1 \cdot t^2
$$  \hspace{1cm} (4.7)

For each lattice spacing (i.e. each $N_t$) we have several simulation points, corresponding to different temperatures. In order to fit all of our points at once, we allow a lattice spacing-dependence for the constant and linear terms (having a lattice spacing-dependence of the quadratic term is also possible, but it does not improve the quality of the fits). Therefore we fit all of our simulation points with the following function:

$$
\kappa(T; N_t) = \kappa(T_c; \text{cont}) + c_0 \cdot t + c_1 \cdot t^2 + c_2/N_t^2 + c_3 \cdot t/N_t^2
$$  \hspace{1cm} (4.8)
with fit parameters $\kappa(T_c; \text{cont}), c_0, c_1, c_2$ and $c_3$. The independent data points as well as the fitted curves (for each $N_t$ and in the continuum) are shown in figure 4.6.

![Figure 4.6: The curvature $\kappa(T)$ determined using the strange quark number susceptibility (left) and the renormalized chiral condensate (right), respectively. A result of the combined fit (see detailed description in text) is shown by the gray band. The fit results for the individual $N_t = 6, 8, 10$ lattices are shown by the red, blue and green curves, respectively.](image)

The $\chi^2$/d.o.f. values of the two fits are 1.08 and 1.29, respectively, indicating good fit qualities. The continuum curvatures are given by the $\kappa(T_c; \text{cont})$ fit parameter. The final results concerning the curvature and the relative change in the width of the transition are

$$\kappa^{(x_s/T^2)} = 0.0089(14), \quad \kappa^{(\bar{\psi}\psi)} = 0.0065(20)$$

$$\Delta W/W^{(x_s/T^2)} = 0.033(16), \quad \Delta W/W^{(\bar{\psi}\psi)} = 0.030(18)$$

with the statistical error of the appropriate quantities in parentheses. The curvatures obtained from the two observables are consistent with each other within errors. Using the $\kappa$ values the transition lines defined by any of the observables can be given as

$$T_c(\mu) = T_c[1 - \kappa \cdot \mu^2/T_c^2]$$

with $T_c$ once again being short for $T_c(\mu = 0)$.

The results also suggest that the transition remains a weak crossover with essentially constant strength for small to moderate chemical potentials. Actually, there is a slight increase in the width of the transition determined from both quantities. This effect is, however, very weak: the width only changes by a few percent up to $\mu \approx T_c$. 
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Figure 4.7: The phase diagram of QCD for small chemical potentials. The crossover transition between the ‘cold’ and ‘hot’ phases is represented by the colored area. The lower solid band shows the result for $T_c(\mu)$ defined through the chiral condensate and the upper one through the strange susceptibility. The width of the bands represent the statistical error of $T_c(\mu)$ for the given $\mu$ coming from the error of the curvature $\kappa$ for both observables. The dashed line is the freeze-out curve from heavy ion experiments [71]. Also indicated are with different symbols the individual measurements of the chemical freeze-out from RHIC, SPS (Super Proton Synchrotron) and AGS (Alternating Gradient Synchrotron), respectively. The center of mass energies $\sqrt{s_{NN}}$ for each are shown in the legend.

The validity range of our result is hard to estimate from the present study alone. A conservative estimate for the limit where the result obtained through the Taylor-expansion is still reliable is $\mu \approx T_c$ i.e. where the expansion parameter exceeds unity. In the baryonic chemical potential this corresponds to about 500 MeV. Beyond this limit higher-order corrections are by all means expected to be important. Earlier experience with the exact reweighting method [50] also shows that the leading-order quadratic behavior of the $T_c(\mu)$ function dominates up to the above mentioned limit in the baryonic chemical potential. To investigate whether higher order terms may lead to a critical point one must carry out a similar analysis with full reweighting, beyond the reach of present computational resources.

The final result is shown in figure 4.7. The crossover region’s extent changes little as the chemical potential increases, and within it two definitions give different curves for $T_c(\mu)$. It is useful to compare the whole picture to the freeze-out curve [71] which summarizes experimental results on the $\{T,\mu\}$ points where hadronization of the quark-gluon plasma was observed. This curve is expected to lie in the interior of the crossover region, as is indicated by our results as
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well.
Chapter 5

The equation of state with dynamical quarks

As it was stressed throughout the introduction, the study of the finite temperature transition of QCD is relevant for both the case of the early Universe and that of heavy ion collisions. In both situations strongly interacting matter is thought to enter the high temperature QGP phase of quarks and gluons. While the nature and the temperature scale of the transition imply interesting cosmological consequences (see section 1.1), they also have a direct impact on contemporary high energy experiments in particle accelerators. In particular, the deconfined phase of QCD is claimed to have been produced in the ultrarelativistic heavy ion collision experiments at CERN SPS, RHIC at Brookhaven National Laboratory, ALICE at the LHC and the future FAIR at the GSI. The experimental results available so far show that the hot QCD matter produced experimentally exhibits robust collective flow phenomena, which are well and consistently described by near-ideal relativistic hydrodynamics [72–74]. These hydrodynamic models need as an input an Equation of State (EoS) which relates the local thermodynamic quantities. Therefore, an accurate determination of the QCD EoS is an essential ingredient to understand the nature of matter created in heavy ion collisions, as well as to model the behavior of the QGP in the early universe.

QCD thermodynamics and in particular the EoS have received increasing attention in the past years. These include among others calculations in the quenched approximation [75, 76], two-flavor simulations [77, 78], studies with heavier-than-physical [79, 80], almost physical [69, 81–83] and physical quark masses [84]. However, results for an EoS involving physical masses together with a careful continuum limit are so far missing; their relevance for the physics of the hot deconfined matter is obvious. In section 5.3 I present results on various...
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thermodynamic observables for a system of \( N_q = 2 + 1 \) flavors of dynamical quarks. The findings have recently been published, see Ref. [12]. Two important aspects of this study are to be emphasized. First, the quark masses are set to their physical values, which is very important due to the strong dependence of thermodynamic quantities on these parameters. Second, a continuum limit estimate is given using lattices of temporal extent \( N_t = 6, 8, 10 \) and a few checkpoints at \( N_t = 12 \). Just as for the study of the phase diagram, once again the Symanzik improved gauge and the stout smeared staggered fermionic action is used.

5.1 Determination of the pressure

First it is instructive to review the standard integral method, which can be used to determine the equation of state on the lattice [85]. This technique is then further developed by the multidimensional spline method presented in section 5.1.2.

5.1.1 The integral method

The starting point is the (dimensionless) pressure as defined on the lattice

\[
p_{\text{lat}}(\beta, m_q) = \left( N_t N_s^3 \right)^{-1} \log Z(\beta, m_q)
\]

(5.1)

as a function of the bare parameters, i.e. the inverse gauge coupling and the quark masses. This combination in itself is unfortunately not accessible using conventional algorithms, only its partial derivatives with respect to the bare parameters of the action are measurable. Using these partial derivatives the pressure can be rewritten as a multidimensional integral along a path in the space of bare parameters:

\[
p_{\text{lat}}(\beta, m_q) - p_{\text{lat}}(\beta_0, m_{q0}) = \left( N_t N_s^3 \right)^{-1} \int_{(\beta_0, m_{q0})}^{(\beta, m_q)} \left( \frac{d\beta}{\partial \beta} \frac{\partial \log Z}{\partial \beta} + \sum_q d_{m_q} \frac{\partial \log Z}{\partial m_q} \right),
\]

(5.2)

where the index ‘0’ is used to denote the starting point of the integration. The value of the pressure at parameters ‘0’ has to be handled with care: one either chooses the starting point so deeply in the strong coupling regime, so that the \( p_{\text{lat}}(\beta_0, m_{q0}) \) can already be neglected or it can be taken from model computations (see section 5.1.3). The derivatives in (5.2) are the gauge action density and the quark chiral condensate densities (as defined in (3.4)), measured in lattice units:

\[
\langle -s_g \rangle = \left( N_t N_s^3 \right)^{-1} \frac{\partial \log Z}{\partial \beta}, \quad \langle \bar{\psi}_q \psi_q \rangle = \left( N_t N_s^3 \right)^{-1} \frac{\partial \log Z}{\partial m_q}.
\]

(5.3)
5.1 Determination of the pressure

As discussed in section 3.2.2, the renormalization of the pressure can be carried out by subtracting its value measured on a lattice with the same bare parameters, but at a different temperature value, i.e. with a different temporal extent \( N_t^{\text{sub}} \). In the following for these ‘cold’ lattices we use \( N_t^{\text{sub}} = 3N_t \), i.e. \( \xi = 3 \) in the notation of (3.29) and (3.32). The finiteness of \( N_t^{\text{sub}} \) causes an error of the order \( \xi^{-4} \), which is smaller than the typical size of the statistical error of the results, see section 5.3.

Using the subtracted observables

\[
\langle s_g \rangle^{\text{sub}} = \langle s_g \rangle_{N_t,N_s} - \langle s_g \rangle_{N_t^{\text{sub}},N_s}
\]

\[
\langle \bar{\psi}_q \psi_q \rangle^{\text{sub}} = \langle \bar{\psi}_q \psi_q \rangle_{N_t,N_s} - \langle \bar{\psi}_q \psi_q \rangle_{N_t^{\text{sub}},N_s}
\]

one can express the renormalized pressure, divided by \( T^4 \) as:

\[
\frac{p(T)}{T^4} - \frac{p(T_0)}{T_0^4} = N_t^4 \int_{(\beta_0,m_q)}^{(\beta_m, m_q)} \left( d\beta \langle -s_g \rangle^{\text{sub}} + \sum_q dm_q \langle \bar{\psi}_q \psi_q \rangle^{\text{sub}} \right)
\]

where \( T \) and \( T_0 \) are the temperature values corresponding to the lattice spacing at the bare parameters \( (\beta, m_q) \) and \( (\beta_0, m_q) \). Using (3.19) one can also relate the integrand to the trace anomaly:

\[
I(T) \frac{dT}{T^4} = N_t^4 \left( d\beta \langle -s_g \rangle^{\text{sub}} + \sum_q dm_q \langle \bar{\psi}_q \psi_q \rangle^{\text{sub}} \right).
\]

Let us make an observation here: due to the \( N_t^4 \) prefactor in the trace anomaly the subtracted observables decrease with the lattice spacing (at a fixed temperature this means an increasing \( N_t \)). While \( \langle -s_g \rangle^{\text{sub}} \) decreases as \( N_t^{-4} \), the chiral condensate behaves substantially different. Due to chiral symmetry\(^1\) \( \langle \bar{\psi}_q \psi_q \rangle \) is proportional to the bare quark mass, moreover it is also multiplied by another power of the bare quark mass (through the \( dm_q \) line-element) in the trace anomaly. Since the bare mass (in lattice units) also decreases with the lattice spacing, the subtracted condensate only decreases as \( N_t^{-2} \). These scalings are directly translated into different precisions for the two terms in (5.7). The term with the gauge action density has \( N_t^2 \) times larger errors than the term with the chiral condensate, if they are evaluated with the same statistics. This is also reflected by the fact that in \( s_g \) all of the divergences of the free energy density remain, while in \( \bar{\psi}_q \psi_q \) the highest order term is \( \mathcal{O}(a^{-2}) \). Therefore the subtracted observable \( \langle s_g \rangle^{\text{sub}} \) has larger cancellations as compared to \( \langle \bar{\psi}_q \psi_q \rangle^{\text{sub}} \).

The standard integral method proceeds as follows: first one calculates the trace anomaly for several temperatures along the lines of constant physics (LCP, see definition in section 2.4.1)

\(^1\)Staggered fermions have only a remnant chiral symmetry, but this does not affect the argument.
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and then integrates it to get the pressure up to an integration constant (which can be either neglected or taken from a model calculation). This path was used in several lattice studies, e.g. [69, 82–84]. In the following a generalized version of the integral technique is presented.

5.1.2 Multidimensional spline method

In order to compare the pressure to results obtained with other fermionic formulations is is useful to study the light quark dependence of \( p \). A major goal of the study presented in section 5.3 was therefore to determine the EoS for several (heavier than physical) different values of the light quark mass \( m_{ud} \equiv m_u = m_d \). To this end simulations were carried out covering an extended region in the \( \{ \beta, m_s, m_{ud} \} \) parameter space. The strange mass \( m_s \) was always set to its physical value \( m^{\text{phys}}_s(\beta) \) along the line of constant physics. On the other hand, \( m_{ud} \) was set as \( m_{ud}(\beta) = m_s(\beta)/R \) with the quark mass ratio \( R \) ranging from 1 to \( R^{\text{phys}} = 28.15 \). The value \( R = 1 \) corresponds to the three degenerate flavor case \( (N_q = 3) \), whereas \( R^{\text{phys}} \) is the “real world” value of the quark mass ratio \( (N_q = 2 + 1) \). At these parameters we can consider the pressure as a function of only two variables: \( \beta \) and \( R \). The respective derivatives can be measured on the lattice, they are given by the following combinations:

\[
D_\beta = \frac{\partial}{\partial \beta} \left[ \frac{p(T)}{T^4} \right] = N^4_i \left[ \langle -s_g \rangle_{\text{sub}} + \frac{\partial m^{\text{phys}}_s}{\partial \beta} \langle \bar{\psi}_s \psi_s \rangle_{\text{sub}} + \frac{1}{R} \langle \bar{\psi}_{ud} \psi_{ud} \rangle_{\text{sub}} \right] \tag{5.8}
\]

\[
D_R = \frac{\partial}{\partial R} \left[ \frac{p(T)}{T^4} \right] = -N^4_i \frac{m^{\text{phys}}_s}{R^2} \langle \bar{\psi}_{ud} \psi_{ud} \rangle_{\text{sub}} \tag{5.9}
\]

These derivatives have to be integrated to obtain the pressure. Since the integrand is in itself – by construction – a total derivative, the result has to be independent of the chosen integration path in the two-dimensional space of the parameters \( \beta \) and \( R \). A few possible paths are illustrated in figure 5.1. The simulation points are denoted by crosses. A straightforward way would be to perform a one-dimensional integral in \( \beta \) at a fixed value of the quark mass ratio \( R \), this corresponds to path A. However one can also imagine zigzagging routes, like path B or C on the figure. Averaging several of such integrals, one can increase statistics and furthermore also provide an estimate of the systematic error related to the integration path.
5.1 Determination of the pressure

Here I propose a generalized method that takes into account every possible integration path at the same time. The main idea is – instead of parameterizing the derivatives of the pressure and then integrate – to parameterize the pressure itself. A straightforward parameterization is one using the actual values $p_{kl}$ of the pressure at some node points $\{\beta_k, R_l\}$ that build up a two-dimensional spline function – i.e. that unambiguously determine the whole pressure surface as a function of $\beta$ and $R$. The spline parameters $p_{kl}$ can be set to minimize the deviation between the derivatives of this surface and the measured values $D_\beta$ and $D_R$. This minimum condition leads to a system of linear equations that can be solved for $p_{kl}$. The solution for the spline parameters in turn determines the surface $P(\beta, R)$.

This method gives the pressure directly using the information contained in the derivatives $D_\beta$ and $D_R$ without the need to carry out an actual integration. Derivatives of the surface are then straightforward to compute, e.g. the trace anomaly can be obtained using the relation (3.19). However, in order to ensure the smoothness of further derived quantities ($\epsilon$, $s$ and $c_s$), a 4-degree spline fit to the trace anomaly was carried out to give the results in section 5.3. Using this method we are also capable of estimating the systematic error of the result (as opposed to the conventional integral technique) by the variation of the nodepoints of the spline interpolation. Details of the spline fitting and the determination of the systematic errors can be found in appendix A and in [13].

Both the integral technique and the spline method can easily be generalized to the case of more quark flavors – of particular interest is the contribution of the charm quark. In order to obtain this contribution, the $\beta$ derivative of the pressure in (5.8) has to be complemented by the charm condensate. With the charm mass set according to $m = Q \cdot m_s$ this derivative is modified as

$$D_\beta \rightarrow D_\beta + \frac{\partial m_s}{\partial \beta} \cdot Q \cdot \langle \bar{\psi}_c \psi_c \rangle_{\text{sub}}$$

(5.10)

5.1.3 Adjusting the integration constant

The multidimensional spline method developed in the previous section determines the pressure only up to an overall constant factor, which corresponds to an integration constant (this uncertainty is of course also present in the conventional integral method). This originates from the fact that a constant shift of the surface leaves its gradient unchanged - i.e. a shifted solution is an equivalently good fit to the measured derivatives. This integration constant unfortunately cannot be determined on the lattice since the derivatives $D_\beta$ and $D_R$ are measured at finite values of the temperature (where the actual value of the pressure is a priori unknown). In
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order to obtain a final result for the pressure this constant shift needs to be estimated; here I present two possible approaches to do so.

Set \( p \) to zero at small \( T \) in \( N_q = 3 \) theory

A straightforward way to set the integration constant is to set the pressure to zero at small temperature, that is to say, somewhere deep in the hadronic phase where contributions to \( p \) are suppressed. This suppression is exponential in the hadron masses \( m_H \) and the temperature: \( \sim e^{-m_H T} \). Therefore it is reasonable to set the zero at larger quark masses, where hadrons are also heavier and thus the contribution to the pressure is smaller. Taking into account these considerations we set the integration constant such that at the smallest temperature for three degenerate flavors (the largest \( m_{ud} \)) the pressure is set to zero:

\[
p(T = 100 \text{ MeV}, R = 1) = 0 \quad (5.11)
\]

The error of this choice is hard to estimate from the lattice alone. According to the HRG model (see next subsection) however, the pressure at this point \( p_{\text{HRG}}(T) / T^4 \) is much smaller than the typical statistical errors on the lattice.

Set \( p \) according to Hadron Resonance Gas model

Though it is possible to calculate the pressure solely using lattice methods, it is instructive to compare this result to model calculations, especially at low temperature, where lattice discretization errors are expected to be large. Moreover, there is an additional effect that may influence the pressure in the hadronic phase. This is due to the fact that the staggered formulation does not preserve the flavor symmetry of continuum QCD, and as a consequence, the spectrum of low lying hadron states is distorted (see section 2.4.4). Recent analyses performed by various collaborations \([33-35]\) have pointed out that this distortion can have a dramatic impact on the thermodynamic quantities. In order to quantify this effect, one can compare the low temperature behavior of the observables obtained on the lattice, to the predictions of the Hadron Resonance Gas (HRG) model.

The HRG model has been widely used to study the hadronic phase of QCD in comparison with lattice data \([86-88]\). The model builds on the fact that the low temperature phase of QCD is dominated by pions. Goldstone’s theorem implies weak interactions between pions at low energies, which allows to study them within chiral perturbation theory \([89]\). As the temperature \( T \) increases, heavier states become more relevant and need to be taken into account. In the HRG approximation \([90]\), the microcanonical partition function of the interacting system can
be calculated in the thermodynamic limit $V \to \infty$, assuming that it is a gas of non-interacting free hadrons and resonances \[91\].

The pressure of the HRG model can therefore be written as the sum of independent contributions coming from non-interacting resonances

$$\frac{p^{\text{HRG}}}{T^4} = \frac{1}{VT^3} \sum_{i \in \text{mesons}} \log Z^M(T, V, \mu_{X^a}, m_i) + \frac{1}{VT^3} \sum_{i \in \text{baryons}} \log Z^B(T, V, \mu_{X^a}, m_i) \quad (5.12)$$

where

$$\log Z^M(T, V, \mu_{X^a}, m_i) = -\frac{V d_i}{2\pi^2} \int_0^\infty dk k^2 \log(1 - z_i e^{-\varepsilon_i/T})$$
$$\log Z^B(T, V, \mu_{X^a}, m_i) = \frac{V d_i}{2\pi^2} \int_0^\infty dk k^2 \log(1 + z_i e^{-\varepsilon_i/T}) \quad (5.13)$$

with energies $\varepsilon_i = \sqrt{k^2 + m_i^2}$, degeneracy factors $d_i$ and fugacities

$$z_i = \exp \left( \frac{1}{T} \sum_a X^a_i \mu_{X^a} \right) \quad (5.14)$$

In the above equation, $X^a$ are all possible conserved charges, including the baryon number $B$, electric charge $Q$ and strangeness $S$. The sums in (5.12) include all known baryons and mesons up to 2.5 GeV, as listed in the latest edition of the Particle Data Book \[23\]. The trace anomaly of the HRG model can also be calculated from (5.12) using the relation (3.19).

As expected, for temperatures $T \lesssim 60$-100 MeV the contribution of the pions dominate the pressure. On the other hand, for larger temperatures the kaon contribution becomes sizable and slowly, heavier states also become relevant. The contributions coming from these sectors are illustrated by the colored bands in the left side of figure 5.2. One sees that at $T \sim 100$ MeV (where a comparison to lattice results is desired) the pressure is almost completely due to the pionic contribution and resonances with large widths do not play a significant role.

As already mentioned the staggered lattice discretization has a considerable impact on the hadron spectrum. In order to investigate these errors, we define a “lattice HRG” model, where in the hadron masses lattice discretization effects are taken into account. We consider only the taste splitting effects for the pions and the kaons. For example the contribution of the pions to the normalized pressure is now given by a sum, which runs over the different pion tastes:

$$\frac{1}{VT^3} \sum_{\alpha=0}^7 n_\alpha \log Z^M(T, V, \mu_{X^a}, m_\alpha) \quad (5.15)$$
the multiplicities of the various taste sectors, and $m_\alpha$ the masses of the pion tastes (see section 2.4.4).

In the right side of figure 5.2 we plot the normalized trace anomaly of the HRG model with the physical and with the lattice distorted spectrum for the four different lattice temporal extensions used in our investigations. The difference between the physical and lattice curves is a first estimate of the lattice discretization errors arising from the taste violation. As the temperature decreases at a fixed $N_t$, the lattice spacing gets larger and so do the taste violation effects. The model calculation suggests, that the lattice results may have sizeable systematic errors in the low temperature region. Above $T \sim 100$ MeV, this error estimate for the interaction measure is smaller than the typical magnitude of other errors in lattice QCD calculations.

5.2 Systematic effects

As it was pointed out in chapter 2, there are two main sources of systematic error that one has to handle with care. One stems from the lattice artefacts and the other from finite size effects. In the next two subsections I will present results that support that neither of the above two systematic errors are present in our analysis of the EoS.
5.2 Systematic effects

For high temperatures the thermodynamic quantities approach the corresponding values of the non-interacting massless relativistic gas, i.e. the Stefan-Boltzmann (SB) limit. For the three flavor pressure the SB value is \( p_{SB} / T^4 \approx 5.209 \). Using (3.21) one can also calculate the limit for the energy density \( \epsilon_{SB} = 3p_{SB} \), the entropy density \( s_{SB} = 4p_{SB} / T \) and the square of the speed of sound \( c_{s,SB}^2 = 1/3 \).

In order to decrease lattice artefacts – besides using an improved action – we also carry out an improvement on the level of the observables. In lattice thermodynamics the cutoff effects in general depend on \( N_t \), however, for \( N_t \to \infty \) they disappear. In the following we use a tree-level improvement for the pressure: we divide the lattice results by the appropriate improvement coefficients \( \kappa(N_t) \). At the tree-level these coefficients are proportional to the value of the pressure as measured in the noninteracting system on a lattice with finite temporal extent \( N_t \):

\[
\kappa(N_t) = \frac{p_{SB}(N_t)}{p_{SB}}
\]

For the action of our choice the \( \kappa(N_t) \) factors are calculated to be:

<table>
<thead>
<tr>
<th>( N_t )</th>
<th>1.517</th>
<th>1.283</th>
<th>1.159</th>
<th>1.099</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

We use the same factor for the two different spatial volumes in our finite volume study (6 × 18\(^3\) and 6 × 36\(^3\)). Using thermodynamic relations one can obtain these improvement coefficients for the energy density, trace anomaly and entropy, too. The speed of sound receives no improvement factor at tree level.

In the left side of figure 5.3 we illustrate at three temperature values (\( T = 132, 167 \) and 223 MeV) the effectiveness of this improvement procedure. We show both the unimproved and the improved values of the normalized trace anomaly \( I/T^4 \) for \( N_t = 6, 8, 10 \) and 12 as a function of \( 1/N_t^2 \). The lines are linear continuum extrapolations\(^4\) using the three smallest lattice spacings. As visible in the figure, the continuum limit of both the unimproved and the improved observables agree well. Thus, our results confirm the expectations, that the lattice tree-level improvement effectively reduces cutoff effects. At all three temperatures the unimproved observables have larger cutoff effects (i.e. larger deviation from the continuum value) than the improved ones.

Note that the improvement coefficients \( \kappa(N_t) \) are exact only at tree-level, thus in the infinitely high temperature, non-interacting case. As we decrease the temperature, corrections

\(^4\)Note that the staggered fermionic action approaches the continuum action as \( \sim a^2 \). This scaling motivates that the extrapolation is linear in \( 1/N_t^2 \sim a^2 \).
to these improvement coefficients appear, which have the form $1 + b_2(T)/N_t^2 + ...$. Empirically one finds that the $b_2(T)$ coefficient, which describes the size of lattice artefacts of the tree-level improved quantities, is tiny not only at very high temperatures, but throughout the deconfined phase. In particular, for the case of the three temperatures considered in the left panel of figure 5.3, the $b_2(T)$ coefficients are found to differ from zero with less than one standard deviation.

![Figure 5.3](image)

**Figure 5.3:** The normalized trace anomaly at three different temperatures as a function of $1/N_t^2$. Filled red symbols represent the results within the lattice tree-level improvement framework, blue opened symbols show the results without this improvement. The error of the continuum extrapolated value is about 0.4 for all three temperatures (left panel). The trace anomaly on lattices with different spatial volumes: red band for $N_s/N_t = 3$ and blue points for $N_s/N_t = 6$ (right panel).

The second possible systematic error is that connected to the finite lattice size. In order to verify that there are no significant finite size effects present in the lattice data with the aspect ratio $N_s/N_t = 3$, we checked our $N_t = 6$ data against a set of high precision $N_s/N_t = 6$ simulations. The latter lattice geometry corresponds to about 7 fm box size at the transition temperature. The right panel of figure 5.3 shows the comparison between the two volumes for the normalized trace anomaly $I/T^4$. From this result we conclude that it is acceptable to perform the more expensive simulations throughout with $N_s/N_t = 3$. Let us note here, that the volume-independence in the transition region is an unambiguous evidence for the crossover type of the transition.
5.3 Results

In this section I present results on the equation of state of $N_q = 2 + 1$ QCD. The pressure, the interaction measure, the energy and entropy density as well as the speed of sound are shown as a function of the temperature. The characteristic points of these observables are identified and a parametrization for the trace anomaly is presented. Afterwards I study the dependence of the pressure on the light quark mass $m_{ud}$. Furthermore, the contribution of the charm quark to the pressure is discussed within the partially quenched framework. Finally a comparison to results obtained with other fermionic discretizations is carried out.

The multidimensional spline method (see section 5.1.2 and appendix A) was used to determine the equation of state on $N_t = 6, 8$ lattices for various different values of the quark masses. In the case of $N_t = 10$ we determined the equation of state exclusively with physical quark masses. In order to satisfy the normalization condition of (5.11), we made heavier mass simulations at $T = 100$ MeV up to the three flavor point. For $N_t = 12$ we made simulations at three temperature values, this allows us to calculate the trace anomaly only.

The error bars on the figures are obtained by quadratically adding the statistical error and the systematic error of the spline method (see appendix A). The temperature values have an error at the 2% level arising from the scale setting procedure (see section 2.4.1).

5.3.1 The $N_q = 2 + 1$ flavor equation of state

In figure 5.4 the normalized trace anomaly is shown as a function of the temperature. As it can be seen in the figure, results show essentially no dependence on the lattice spacing, as all four datasets lie on top of each other. Only the coarsest $N_t = 6$ lattice shows some deviations around $\sim 300$ MeV. In the same figure, I also provide a zoom of the transition region; here the results from the HRG model are also plotted. A good agreement with the lattice results is found up to $T \sim 140$ MeV.

One characteristic temperature of the crossover transition can be defined as the inflection point of the trace anomaly. This and other characteristic features of the trace anomaly are summarized in the following table:

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflection point of $I(T)/T^4$</td>
<td>152(4) MeV</td>
</tr>
<tr>
<td>Maximum value of $I(T)/T^4$</td>
<td>4.1(1)</td>
</tr>
<tr>
<td>$T$ at the maximum of $I(T)/T^4$</td>
<td>191(5) MeV</td>
</tr>
</tbody>
</table>

In figure 5.5 I show the main result of the present study: the pressure of $N_q = 2 + 1$ QCD as a function of the temperature. Here results for three different lattice spacings are presented.
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Figure 5.4: The trace anomaly \( I = \epsilon - 3p \) normalized by \( T^4 \) as a function of the temperature on \( N_t = 6, 8, 10 \) and 12 lattices.

The \( N_t = 6 \) and \( N_t = 8 \) are in the temperature range from 100 up to 1000 MeV. The results on \( N_t = 10 \) are in the range from 100 up to 365 MeV. The zero point of the pressure is set by (5.11), as supported by the discussion in subsection 5.1.3. Note that from this condition we get a nonzero pressure for the \( N_q = 2 + 1 \) system (i.e. \( R = 28.15 \), cf. (5.11)) even at the smallest temperature \( T = 100 \) MeV.

The value of the pressure at 100 MeV is approximately two third of the value suggested by the HRG model. The origin of this difference cannot be clarified at the moment. One expects that the lattice artefacts are considerably larger at low temperatures, than what one estimates from the difference of \( N_t = 6, 8 \) and 10 results. This is quite reasonable, since even our finest lattice at \( T = 100 \) MeV has \( \sim 0.2 \) fm lattice spacing, which is far from the regime, where lattice results starts to scale. On the other hand, this discrepancy might also point to the failure of the HRG model. In order to be on the safe side the size of this unexplained difference is considered as an estimate of our systematic uncertainty in the low temperature regime.

In figure 5.6 I show the energy density (upper panel) and the entropy density (lower panel), while in the upper panel of figure 5.7 the square of the speed of sound as a function of the temperature. Finally, in the lower panel of figure 5.7 the speed of sound and the ratio \( p/\epsilon \) are presented as functions of the energy density.

Some characteristic properties of the speed of sound and the ratio \( p/\epsilon \) are also of ph-
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Figure 5.5: The pressure normalized by $T^4$ as a function of the temperature on $N_t = 6, 8$ and 10 lattices. The Stefan-Boltzmann limit $p_{SB}(T) \approx 5.209 \cdot T^4$ is indicated by an arrow.

Nomenological interest. These are summarized in the following table:

| Minimum value of $c_s^2(T)$ | 0.133(5) |
| T at the minimum of $c_s^2(T)$ | 145(5) MeV |
| $\epsilon$ at the minimum of $c_s^2(T)$ | 0.20(4) GeV/fm$^3$ |

| Minimum value of $p/\epsilon$ | 0.145(4) |
| T at the minimum of $p/\epsilon$ | 159(5) MeV |
| $\epsilon$ at the minimum of $p/\epsilon$ | 0.44(5) GeV/fm$^3$ |

5.3.2 Continuum estimate and parametrization

Based on the results for various lattice spacings we can also provide a continuum estimate ¹ for the quantities presented above. We take the average of the data at the smallest two lattice spacings and as an error we assign either the difference of the two or the statistical error depending on whichever is larger. As already mentioned, for low temperatures the lattice result for the pressure is significantly smaller than the prediction of the HRG model: at $T = 100$ MeV the lattice result is $p(T)/T^4 = 0.16(4)$, whereas the model prediction is $p(T)/T^4 = 0.27$. Therefore in the continuum estimate of the pressure we shift the central values of the lattice results up by the half of this difference (0.06) and this shift is then considered as a systematic error in the entire temperature range.

¹For a rigorous continuum extrapolation one would need $N_t = 12$ for the entire temperature region.
Figure 5.6: The normalized energy density and entropy density as functions of the temperature on $N_t = 6$, $8$ and $10$ lattices. The SB limits $\epsilon_{SB} = 3p_{SB}$ and $s_{SB} = 4p_{SB}/T$ are indicated by the arrows.

The trace anomaly as a function of $T$ plays a central role in hydrodynamic models and thus we find it useful to give a global parametrization that describes $I/T^4$ in the whole temperature range considered. We considered the following fit function:

$$
\frac{I(T)}{T^4} = \exp(-h_1/t - h_2/t^2) \cdot \left( h_0 + \frac{f_0 \cdot [\tanh(f_1 \cdot t + f_2) + 1]}{1 + g_1 \cdot t + g_2 \cdot t^2} \right),
$$

(5.17)

where the dimensionless $t$ variable is defined as $t = T/(200\text{MeV})$. This function reproduces
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Figure 5.7: The square of the speed of sound as a function of the temperature on $N_t = 6, 8$ and 10 lattices (upper panel) and $c_s^2$ and $p/\epsilon$ as a function of the energy density on $N_t = 8$ lattices (lower panel). The SB limit of $1/3$ for both quantities is indicated by the arrows.

the continuum estimate for the normalized trace anomaly in the entire temperature range $T = 100 \ldots 1000$ MeV. The $\{f_0, f_1, f_2\}$ parameters describe the steep rise of the trace anomaly in the transition region, whereas the $\{g_1, g_2\}$ parameterize the decrease for higher temperatures. The parametrization also approximates the HRG model prediction for $T < 100$ MeV, this is described by the $\{h_0, h_1, h_2\}$ parameters. The parameters can be found in table 5.1.
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Figure 5.8: Continuum estimate for the trace anomaly normalized by $T^4$ together with the parametrization of (5.17) using the $N_q = 2 + 1$ parameters from table 5.1.

<table>
<thead>
<tr>
<th>$N_q$</th>
<th>$h_0$</th>
<th>$h_1$</th>
<th>$h_2$</th>
<th>$f_0$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$g_1$</th>
<th>$g_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 + 1</td>
<td>0.1396</td>
<td>-0.1800</td>
<td>0.0350</td>
<td>2.76</td>
<td>6.79</td>
<td>-5.29</td>
<td>-0.47</td>
<td>1.04</td>
</tr>
<tr>
<td>2 + 1 + 1</td>
<td>5.59</td>
<td>7.34</td>
<td>-5.60</td>
<td>1.42</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Parameters of the function in (5.17) describing the trace anomaly in the $N_q = 2 + 1$ and in the $N_q = 2 + 1 + 1$ flavor cases.

For these temperatures the difference in the trace anomaly between the parametrization and the HRG model is less than $\Delta(I(T)/T^4) \leq 0.07$. The parametrization together with our continuum estimate for the trace anomaly is shown in figure 5.8. From this parametrization the normalized pressure can be obtained by the definite integral of (3.20). The so obtained function goes through the points of the continuum estimate of the pressure for temperatures $T = 100 \ldots 1000$ MeV and for $T < 100$ MeV the deviation from the HRG prediction is less than $\Delta(p(T)/T^4) \leq 0.02$.

5.3.3 Light quark mass-dependence

The multidimensional spline method gives the pressure (and the derived quantities) as a smooth function of both the temperature and the light quark mass. Thus it becomes possible to investigate the dependence of the EoS on $m_{ud}$. 
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Figure 5.9: The normalized trace anomaly for two different values of the light quark masses on $N_t = 8$ lattices: the physical $m_{ud} = m_{ud}^{\text{phys}}$ and the three degenerate flavor $m_{ud} = m_{s}^{\text{phys}}$ case.

In figure 5.9, the trace anomaly for two different values of the light quark masses is plotted: for the physical case, where $m_{ud} = m_{ud}^{\text{phys}}$ and for the three degenerate flavor case, where $m_{ud} = m_{s}^{\text{phys}}$ (i.e. $R = 28.15$ and $R = 1$ in the notation of section 5.1.2, respectively). This latter case corresponds to a pion mass of approximately $m_{\pi} \sim 720$ MeV. The results are from our $N_t = 8$ lattices, this is the smallest lattice spacing, where we have the complete mass dependence of the equation of state. As it is expected, the peak position of the trace anomaly is shifted towards higher temperature values for larger quark masses. The position in the three degenerate flavor case is $\sim 25\%$ larger than at the physical point. The height also increases by about $\sim 40\%$. When zooming into the transition region, we also show the comparison with the HRG model. For low temperatures one finds a reasonable agreement also in the heavy quark mass case. As it is expected, the dependence on the quark masses vanishes as one goes to higher temperatures. Therefore it is plausible to compare the result with massless perturbation theory. A good agreement can be observed with the highest order perturbative calculation without non-perturbative input ($O(g^5)$, see figure 5.9).
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5.3.4 Estimate for the $N_q = 2 + 1 + 1$ flavor equation of state

While at low temperatures the equation of state only contains terms that originate from the light quarks, in high energy processes charm quarks can also be created from the vacuum, and they can also be present in the initial or final states. An interesting issue regarding the EoS is whether the charm quark can give an important contribution to the QCD EoS, in the range of temperatures which are reached in heavy ion collisions. It is often assumed that it can be neglected, the charm mass being too heavy to play any role at $T \sim 2T_c$. However, perturbative QCD predicts that its contribution to thermodynamic observables is relevant at surprisingly low temperatures, down to $T \sim 350$ MeV [92]. Recent exploratory lattice studies have confirmed these expectations [93, 94], indicating a non-negligible contribution of the charm quark to thermodynamics already at $1.5T_c$. These results have been obtained on rather coarse lattices ($N_t = 4, 6$) and with the charm quark treated in the quenched approximation.

![Figure 5.10: Contribution of the charm quark to the pressure for two different lattice spacings (upper panel). The pressure normalized by $T^4$ for $N_q = 2 + 1 + 1$ and $N_q = 2 + 1$ flavors on $N_t = 8$ lattices (lower panel). The corresponding Stefan-Boltzmann limits are indicated by arrows. The charm to strange quark mass ratio is $Q = 11.85$ on this plot.](image)

We estimated the contribution of the charm quark to the pressure on our $N_t = 6$ and 8 lattices at the partially quenched level (i.e. we used the same configurations as for the $N_q = 2+1$ case). The measurements were carried out for several values of the charm to strange quark mass.
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ratio $Q = m_c/m_s$. According to a recent high-precision lattice calculation [95] the physical value of this ratio is $Q_{\text{phys}} = 11.85(16)$. For this central value we show the contribution $p_{\text{charm}}$ as a function of the temperature on the upper panel of figure 5.10. We find that $p_{\text{charm}}$ is non-zero already at temperatures $T \sim 200 \text{ MeV}$. The total $N_q = 2 + 1 + 1$ pressure is compared to the already presented $N_q = 2 + 1$ pressure on the lower panel of figure 5.10. Using the parametrization in (5.17) we also fit the $N_q = 2 + 1 + 1$ data for the trace anomaly for the $N_t = 8$ data. The resulting fit parameters can be found in table 5.1.

It is important to stress here that the estimate for the charm contribution presented here suffers from two uncertainties. First, we neglected the back-reaction of the charm quarks on the gauge field as the charm condensate was measured at the partially quenched level. Second, due to the large mass of the charm, large lattice artefacts can also be expected. In order to provide a more precise calculation of the $N_q = 2+1+1$ flavor equation of state, one has to relax the uncontrolled partial quenched approximation and introduce the charm quark dynamically. Moreover, the lattice spacing has to be further reduced to ensure a good resolution of the charmed excitations. The reduction of lattice artefacts can also be done by using improved fermion actions, therefore these are also increasingly important when studying heavy quark degrees of freedom.\footnote{\footnotetext{We remark that preliminary results regarding the dynamical contribution of the charm quark indicate that the above results may overestimate the $N_q = 2+1+1$ pressure.}}

5.3.5 Comparison with different fermion discretizations

In the past years, the equation of state of QCD was studied with various different fermion discretizations. Among these are improved staggered actions like the p4, the asqtad and the hisq action (see section 2.4.5). The disagreement in thermodynamic quantities between the previous two formulations and the stout smeared action used in the present thesis has a broad literature \cite{24,33,35}. The main difference can be described by a $\sim 20-30$ MeV shift in the temperature. In particular, the transition temperatures obtained from various thermodynamic observables like the renormalized chiral condensate and the quark number susceptibilities differ significantly.

It is interesting to look for this discrepancy in the equation of state as well. In 5.11 I show our results for the trace anomaly and a comparison with results obtained the p4, the asqtad and the hisq action. The data for the latter three are taken from \cite{69,83,96}, respectively. As it can be clearly seen, the upward going branch and the peak position are located at $\sim 20$ MeV higher temperatures for the p4 and the asqtad actions as compared to
Figure 5.11: The normalized trace anomaly is compared to recent results obtained with different fermionic actions [69, 83, 96].

the stout results. Furthermore, the height of the peak is also about 50\% larger for the former two. One can also note that a weaker disagreement is observed between the stout and the hisq results. The origin of this discrepancy is most probably connected to lattice discretization errors and artefacts resulting from the taste splitting of the staggered tastes. Accordingly, results with both actions, as measured with smaller lattice spacings and smaller splitting seem to approach each other so that this discrepancy may be resolved in the near future.
Chapter 6

The equation of state at high temperatures

Although results from RHIC support the idea that the high temperature QGP behaves like a strongly coupled liquid, there are observed phenomena (like jet quenching or elliptic flow) that can be described well also by perturbative methods (i.e. with weak couplings). The question, whether the deconfined phase of quarks and gluons is more like a weakly coupled plasma or a strongly coupled liquid is thus of high relevance. A possible way to test the validity of perturbative approaches is to make a comparison with non-perturbative results obtained from the lattice. However, while standard perturbation theory converges only at extremely high temperatures, available lattice results end at around \( (5-10) \cdot T_c \). Including higher order terms in the expansion and applying resummation techniques can certainly push the lower limit of the validity of perturbation theory to smaller temperatures. Nevertheless, in order to carry out a proper comparison to perturbation theory, lattice measurements also have to be extended to higher temperatures. In the pure gluonic sector this has become recently possible. In this chapter I show results obtained in the \( SU(3) \) theory with the Symanzik improved gauge action up to previously unreached temperatures and also make a comparison to various perturbative approaches.

6.1 Perturbative methods

Perturbation theory has now been long used to calculate thermodynamic quantities in the weakly interacting (high temperature) limit. Most importantly, the pressure has been studied and recently determined up to order \( \mathcal{O}(g^6 \log(g)) \) [97]. Apparently, perturbative precision
cannot be pushed further to higher loops due to the appearance of serious infrared divergences. These divergences are in general characteristic to finite temperature field theories. In particular, these problems prevent one to calculate the pressure in the order $\mathcal{O}(g^6)$, namely there is an unknown coefficient in this contribution. Unfortunately, even computed to this high order, the expansion only converges at extremely high temperatures, since at low temperatures the various terms oscillate strongly and thus can produce large cancellations.

The disagreement between lattice data and standard perturbation theory has also been studied for other quantities like the expectation value $\langle A^2_\mu \rangle$ at large $\beta$ i.e. small lattice spacings [98]. The deviation from non-perturbative results apparently stems from the fact that the bare coupling constant is used as an expansion parameter in the perturbative series. One could very well define the perturbative expansion also in terms of a renormalized coupling constant $g_r$, which can be defined using some physical observable. Therefore, $g_r$ will be a running coupling $g_r(\mu)$, which depends on the relevant energy scale i.e. the renormalization scale $\mu$.

From a different point of view, the reason for the poor convergence of perturbative series can also be due to various plasma effects that influence the high temperature description of the system. These effects can be included by means of a systematic resummation of the perturbative series, like in e.g. the Hard Thermal Loop (HTL) approach [99]. Whether such resummed expansions do reproduce lattice results at reasonably small values of the temperature is an open question and is one of the main aims of our study.

Moreover, there are also indications that there is a non-perturbative contribution to the equation of state that can never show up in perturbation theory [100]. For dimensional reasons, any finite order perturbative formula will only give logarithmic corrections to the $p(T) \sim T^4$ Stefan-Boltzmann law. Instead of such logarithmic corrections, lattice data suggests that there is a two-dimensional “condensate”, proportional to $T^2$, which gives a dominant contribution for temperatures up to $\sim 4T_c$. This can be best observed in the trace anomaly $I = \epsilon - 3p$ (see definition in section 3.1.4). Specifically, it is instructive to study the combination $I/T^4 \cdot (T/T_c)^2$, which is shown in figure 6.1. Our results with the Symanzik improved gauge action for various lattice spacings are compared to results obtained with the Wilson gauge action [75], the 5-loop perturbative expansion [97] and the HTL NNLO scheme. While for the former the renormalization scale $\mu = 2\pi T$ is used (black dashed line in the figure), for the latter a range of $\mu_{HTL} = \pi T \ldots 4\pi T$ is considered (gray band).

1The former identification of $\mu$ with the chemical potential is abandoned from now on.
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Apparently, the combination $I/T^2$ as measured on the lattice is approximately constant in the temperature range $T_c < T < 5T_c$ (there are however discrepancies between the Symanzik and Wilson results, see discussion later). While up to $5T_c$ lattice results seem completely incompatible with the perturbative predictions, at larger temperatures our results also account for the $T^4$-like steep rise in $I(T)$ indicating a qualitative agreement with perturbative methods. In view of the fact that the trace anomaly measures the deviation from the ideal gas (see discussion in section 3.1.4), this suggests that besides the ideal (perturbative) contribution $\sim T^4$, $I$ also contains a non-ideal (non-perturbative) term $\sim T^2$. Thus we separate the trace anomaly into two parts:

$$I(T) = i_{\text{pert}}(T) + i_{\text{np}}(T)$$

(6.1)

The pressure can be obtained from $I/T^4$ as a definite integral (see (3.20)). At extremely high temperatures its value is given by the Stefan-Boltzmann limit $p_{\text{SB}} = 8\pi^2/45T^4$. Integrating down from this point one obtains

$$p(T) = p_{\text{SB}} - \int_T^\infty \left( \frac{i_{\text{pert}}(T')}{T'^4} + \frac{i_{\text{np}}(T')}{T'^3} \right) dT' = \frac{p_{\text{pert}}(T)}{T^4} - \int_T^\infty \frac{i_{\text{np}}(T')}{T'^3} dT'$$

(6.2)

The results for the trace anomaly in the high-temperature region allow for a fitting of the HTL renormalization scale $\mu_{\text{HTL}}$ and the unknown coefficient ($q_c$ in the notation of [97]) of the $O(g^6)$ order contribution of perturbation theory. While $q_c$ has already been calculated by means of a fit to the lattice data of [75], here we are able to repeat this fitting procedure at a much higher temperature, where the sixth order can be shown to be a minor correction to the fifth order. Once the optimal coefficient of the $g^6$ term is known, the non-perturbative contribution can also be quantified through a fit to some specified parameters of the function $i_{\text{np}}(T)$. 

---

**Figure 6.1:** Our results for the normalized trace anomaly multiplied by $T^2/T_c^2$ for $N_t = 5, 6, 7$ and 8 (red, green and blue dots, respectively). Also plotted are lattice results of [75], $g^5$ perturbation theory [97] and the HTL approach [99].
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We remark that the observed non-perturbative pattern may be explained within a fuzzy bag model [100], in terms of a dimension-2 gluon condensate [101, 102], or in a system of transversely polarized quasi-particles [103]. Here we do not go into the viability of such models and only identify it as the dominant non-perturbative contribution.

6.2 Finite volume effects

Existing lattice results for the pressure end at around $5T_c$. These include results in the pure gauge sector with the Wilson plaquette action [75, 104] and also with various improved actions like the Symanzik action [105, 106], renormalization group-improved actions [76] or fixed-point actions [107]. The effect of changing the number of colors [108] was also studied. Results for the pressure of full QCD [79, 81, 84] are also present only up to $(5 - 10) \cdot T_c$, like for the study presented in the previous chapter [12].

There are two main reasons for the absence of high temperature results: first, at increasingly high temperatures the signal/noise ratio in the trace anomaly decreases significantly. Consequently, it becomes more and more difficult to detect a nonvanishing value for $I/T^4$. Note that this small signal is just the information necessary to fit the unknown perturbative parameters, as discussed in the previous section. (This is the reason that the primary observable in our study is the trace anomaly and not the pressure, as in chapter 5). Second, since the lattice spacing varies with the temperature as $a = (N_t T)^{-1}$, in order to have a constant physical lattice size, the number of lattice points in the spatial directions $N_s$ in principle has to increase like $T$. While the former problem can be avoided by accumulating larger statistics, the latter obstacle is more of a matter of principle.

There is, however, a perturbative argument that may help one to improve on the situation. In the high temperature region the relevant correlation length is the scale that corresponds to the electric and magnetic screening masses. These are given by $m_e \sim gT$ and $m_m \sim g^2 T$, respectively, and have been calculated on the lattice [109]. Thus, according to the magnetic mass (which is the one that gives larger correlations), in the high temperature region one has

$$N_s a \cdot m_m > 1 \rightarrow N_s / N_t > T / m_m \sim \beta$$

which implies that the aspect ratio has to be increased only proportionally to $\beta = 6 / g^2$. However it is important not to overlook the loophole in this argument. On the lattice at a given temperature, one can never know whether the perturbative region is already reached. Justifying the neglection of finite size effects based on a perturbative reasoning, therefore, is
not really convincing. In order to establish the range of validity of the perturbative approach itself, it is indispensable to simulate the non-perturbative scale \( \sim T_c \), too. In this sense the aspect ratio sets the maximum temperature where the system is still non-perturbative as \( T < T_c \cdot N_s/N_t \).

Furthermore, it is well known that the finiteness of the spatial volume can also distort the \( p = -f \) relation, as infrared corrections may appear. The impact of these corrections on the equation of state as a function of the aspect ratio has been analytically calculated recently [110]. According to this result, finite volume effects in the free energy density only drop below one percent if \( N_s/N_t \geq 8 \) holds for the aspect ratio.

Keeping in mind the above considerations we perform three sets of simulations. First, we calculate the trace anomaly in the temperature range of \( T/T_c = 0.7 \ldots 15 \) (on \( 80^3 \times 5, 96^3 \times 6 \) and \( 112^3 \times 7 \) lattices) and also extract a continuum limit from these results. These lattices with aspect ratio \( N_s/N_t = 16 \) accommodate the non-perturbative scale \( T_c^{-1} \) up to approximately \( 16T_c \). We also support the continuum extrapolation with an additional \( N_t = 8 \) set of lattices (\( 64^3 \times 8 \)) below \( 8T_c \). This combined extrapolation is described in the beginning of section 6.4. From the trace anomaly various other thermodynamic functions can be determined according to the relations of section 3.1.4.

In the next step we study the finite volume scaling of the trace anomaly on a non-continuum data set at \( N_t = 5 \). We presents results using lattices of aspect ratio \( N_s/N_t = 4, 6, 8, 16 \) and 24. The latter \( 120^3 \times 5 \) lattice accommodates the \( T_c^{-1} \) scale up to \( 24T_c \). Using these results we test finite size effects in the whole temperature region, see subsection 6.4.2.

Since due to computational limitations we cannot increase the aspect ratio further, in our third set of simulations we calculate the continuum equation of state in a small box (on \( 40^3 \times 5, 48^3 \times 6 \) and \( 64^3 \times 8 \) lattices) up to \( 1000T_c \). In subsections 6.4.3 and 6.4.4 we use this data set to find the optimal free parameters of existing perturbative calculations, i.e. the already mentioned \( q_c \) parameter of \( O(g^6) \) perturbation theory and the renormalization scale \( \mu_{HTL} \) of the HTL scheme. Using these small volume results we observe a good agreement with the newly fitted perturbative formulae, indicating that this approach successfully connects the low temperature non-perturbative region with the high temperature perturbative realm. The precision of our data points exceeds any previous calculation by about an order of magnitude.

In order for the large lattices to fit in the memory of our computer system, the renormalization of the trace anomaly was done via half-temperature subtraction, as explained in section 3.2.2. Specifically, we calculate

\[
\frac{I(T)}{T^4} = \left( \frac{I(T)}{T^4} - \frac{1}{16} \frac{I(T/2)}{(T/2)^4} \right) + \frac{1}{16} \frac{I(T/2) - I(0)}{(T/2)^4} \quad (6.4)
\]
Due to the fact that the trace anomaly very strongly depends on the volume around the critical temperature, in order to account for this dependence we measured the second term of the above expression on lattices with half the spatial extension. Thus both terms are measured with the same physical volume which ensures that the sum is smooth around $T = 2n \cdot T_c$ for each $n \in \mathbb{N}^+$ (otherwise the difference between the volumes shows up as small cusps at these temperatures). For the lattices with half the spatial size (i.e. the second term in (6.4)) the subtraction is carried out in the standard way, i.e. at $T = 0$. The continuum limit from this combined technique is equal to what one finds using the standard scheme.

### 6.3 Scale setting

Besides the proper treatment of finite volume effects another challenging issue was the accurate determination of non-perturbative beta function corresponding to the Symanzik improved action. Instead of setting the scale using $\sigma$ or $r_0$, it was advantageous to define the lattice spacing in terms of the transition temperature, as it was argued for in section 2.4.2. To this end we determined the critical couplings $\beta_c$ up to $N_t = 20$ from the peak of the Polyakov loop susceptibility. We define the improved coupling in the “E” scheme [111], generalized for the Symanzik gauge action as

$$g_E^2(g^2) = \frac{S_{G}^{\text{Symanzik}}(g^2)}{d_1} = \frac{c_0 P_{1x1} + c_1 P_{2x1}}{d_1}$$

$$S_{E}^{\text{Symanzik}}(g^2) = d_1 g^2 + d_2 g^4 + \ldots$$

with coefficients $c_0$ and $c_1$ as introduced in (2.33).

The expansion coefficients $d_i$ we calculated explicitly using measurements of $P_{1x1}$ and $P_{2x1}$ at high $\beta$, and checked against existing results in the literature [112]. We then matched the measurements of $\beta_c$ to the universal two-loop running and converted to the $\overline{MS}$ scheme [113]. In figure 6.2 we plot as a function of $N_t^{-1}$ the lambda parameter in units of the transition temperature. We extrapolate to the continuum limit using a linear and a logarithmic fit, and define the systematic error of the result as half of the difference between the two. As a comparison we also show results for $T_c/\Lambda_{\overline{MS}}$ in the lattice scheme, where the convergence is expected to be worse.

Our final result we quote as

$$\frac{T_c}{\Lambda_{\overline{MS}}} = 1.26(7)$$

(6.6)
The error is overwhelmingly systematic and reflects the sensitivity to various continuum extrapolations. This is consistent with the combination of previous determinations: the Lambda parameter $\Lambda^{\overline{MS}} = 0.614(2)(5)r_0$ of [114] can be translated to $\sigma$ units using $\sigma r_0 = 1.192(10)$ (based on [115]) and then used with $T_c/\sigma = 0.629(3)$ of [75]. Through our direct result one can easily translate the scale setting of the perturbative expressions to the lattice language.

6.4 Results

First we reproduce the results of [75] in the transition region. In figure 6.3 these results are compared to the trace anomaly measured on our first set of simulations, i.e. on large lattices ($N_s/N_t = 16$) with $N_t = 5, 6, 7$, supplemented by $N_t = 8$, with $N_s/N_t = 8$. From these four sets of results we perform a continuum extrapolation via a combined spline fitting method. The datasets for different lattice spacings are fitted together by an $N_t$-dependent spline function. This “multi-spline” function – defined upon a set of nodepoints $\beta_k$ with $k = 1 \ldots K$ – is parameterized by two values at each nodepoint, written in the form $a_k + b_k N_t^{-2}$. We fit these $2K$ parameters to the measurements: the minimum condition for $\chi^2$ leads to a set of linear equations, which can be solved for the parameters.

As a result we have a smooth function interpolating our data for each $N_t$ (colored lines in the figure), together with a smooth, continuum extrapolated curve (yellow band in the figure). The statistical error of the fit is determined by a jackknife analysis, while the systematic error of the continuum result is estimated by the difference between the extrapolation from $N_t = 5, 6, 7$ and $N_t = 5, 6, 7, 8$. Note that this method ensures an exact $N_t^{-2}$ scaling at each temperature. As visible in the figure, data points for various lattice spacings are on top of each other, with the exception of the transition region. This region is zoomed into in the inlay of the figure, showing that our data indeed exhibits the expected $N_t^{-2}$ scaling.

$1$The $N_t$-dependence is of the form $N_t^{-2}$, as motivated by the scaling properties of the Symanzik improved action.
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Figure 6.3: The trace anomaly for various lattice spacings in the transition region. The result of a combined spline fit for each lattice spacing, together with the continuum extrapolation is shown by the colored lines and the yellow band, respectively. For comparison results with the standard Wilson action [75] are also shown by the dashed-dotted line.

As figure 6.3 shows there is an apparent discrepancy between our continuum result and that of [75], particularly around $T_c$. This might be attributed to the finite volume effects as well as to the difference in the scale setting procedure.

6.4.1 Comparison to the glueball gas model

In order to explore the thermodynamics of the confined phase, next we zoom into the low temperature region $T < T_c$. In this region one can also calculate the trace anomaly within the glueball resonance model. In figure 6.4 we plot our results together with the contribution of the first twelve glueballs of [116]. There is an apparent deficit of the model prediction as compared to the lattice results. It has been suggested that this difference might be reduced if one allows for a temperature dependence of the glueballs [117], which has already been determined for the $0^{++}$ and $2^{++}$ states [118]. This point was raised in connection to the lattice results of [108] below $T_c$. Our data is in fairly good agreement with this scenario, however further studies are necessary to understand the question in more detail.

The glueball resonance model can also be used to set the integration constant in the pressure. We appoint as a reference temperature $T_{\text{ref}} = 0.75T_c$, and shift the lattice results up to
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Figure 6.4: The trace anomaly in the confined phase measured on lattices with various lattice spacings and the continuum extrapolation (yellow band). The dashed line corresponds to the glueball resonance model, estimated from the twelve lightest glueballs.

the resonance gas prediction at this temperature. This shift causes a $\sim 0.1\%$ change in our high temperature results for the pressure and is smaller than our statistical errors here. This reference point is used also for the pressure as measured in our third set of simulations (i.e. on lattices with $N_s/N_t = 8$).

### 6.4.2 Volume dependence of the results

The effect of the non-perturbative $\sim T^2$ contribution to the trace anomaly reduces at increasing temperatures. Moreover, the presence of this contribution becomes unnoticeable at sufficiently high $T$, regardless of whether or not the lattice size accommodates the inverse $T_c$ scale. One way to discuss the relevance of this non-perturbative scale is to compare the trace anomaly at various spatial volumes. This comparison is shown in figure 6.5 for our $N_t = 5$ lattices. The standard aspect ratio $N_s/N_t = 4$ gives somewhat smaller values for $I/T^4$, but beyond $N_s/N_t = 6$ we do not see any difference in the results above the transition region.

Based on our observations so far we conclude that:

1. Our large volume results for the trace anomaly agree well with the perturbative formulas above $10T_c$. 
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2. Within statistical accuracy we see no discrepancy between results from different volumes provided that $N_s/N_t \geq 6$.

3. The significance of the non-perturbative contribution that is dominant in the transition region reduces as $\sim 1/T^2$.

4. All of our volumes accommodate the perturbatively relevant scales, in particular the magnetic screening length $\sim (g^2T)^{-1}$.

These considerations suggest that – even if the lattice volumes are ever shrinking as the temperature is increased – our results are able to describe the physical trace anomaly within the error bars shown. Thus it is reasonable to conjecture that our $N_s/N_t = 8$ dataset reliably connects the transition region with the perturbative regime.

### 6.4.3 Fitting improved perturbation theory

Regardless of whether the conjecture of the last subsection is valid or not, we can make use of our small volume simulations at high temperature to compare to perturbative expansions, in particular, to extract some unknown coefficients of these formulas. We perform the continuum extrapolation in the same manner as for the large volume data, see section 6.4, using the $N_t = 5, 6$ and 8 lattices. The systematic error we define in this case as the difference between the continuum extrapolated and the $N_t = 8$ results.
First we compare our results to $\mathcal{O}(g^6)$ improved perturbation theory \cite{97}. We perform a fit of the subtracted trace anomaly

$$i_{\text{pert}}(T, q_c, \mu) - i_{\text{pert}}(T/2, q_c, \mu)$$  \hspace{1cm} (6.7)

to the unknown coefficient $q_c$ of the $g^6$ term with a fixed renormalization scale of $\mu = 2\pi T$. If we also allow for a variation of the scale, we find $\mu/2\pi T$ to be consistent with 1 within errors. These fits are carried out for our results between $10T_c < T < 1000T_c$ and the systematic error is estimated by varying the endpoints of the fit interval. Beyond this we also consider as a source of systematic error the uncertainty of our lattice scale setting (6.6). We quote as our final result for these parameters

$$q_c = -3526(4)(55)(30)$$  \hspace{1cm} (6.8)

with the numbers in the parentheses are from left to right the statistical error, the error coming from the lattice scale and that from the variation of the fit interval. A good fit quality is indicated as $\chi^2/\text{dof} = 0.7$. The fitted function is shown in figure 6.6.

![Figure 6.6](image_url)

**Figure 6.6:** The continuum limit obtained from the lattice results (red band), compared to fitted perturbation theory. We fit the $g^6$ coefficient (gray dashed-dotted line), and the non-perturbative contribution in two different forms (black dashed line and green dotted line).

While the $\sim T^{-2}$ behaviour of the trace anomaly in the low-temperature region has been seen in many studies, e.g. \cite{75, 108}, its relative weight in the total observable has not yet been
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quantified. Therefore we also consider it useful to estimate the non-perturbative contribution to the trace anomaly, which we assume to be of the form \( i_{\text{np}}(T) = a_{\text{np}} + b_{\text{np}} \log(T/T_c) \), i.e. we propose the following fit function:

\[
i_{\text{pert}}(T) + \frac{a_{\text{np}} + b_{\text{np}} \log(T/T_c)}{T^2}
\] (6.9)

First we perform the fit for \( a_{\text{np}} \) with \( b_{\text{np}} = 0 \) kept fixed, then we carry out the fit for both non-perturbative coefficients. The fit interval is chosen to be \( T_c < T < 60T_c \). We find that the constant approximation is not able to resolve the trace anomaly in the low temperature region as \( \chi^2/\text{dof} \approx 150 \). The logarithmic correction improves much on the situation and we get \( \chi^2/\text{dof} = 4.7 \). Moreover, the parameters are rather sensitive to the variation of the lower endpoint of the fit interval. Nevertheless, since there is no a priori constraint on the form of the fit function (6.9), we accept this as a first approximation to the non-perturbative contribution. We obtain the following coefficients:

- const.: \( a_{\text{np}} = 0.879(2)(40) \), \( b_{\text{np}} = 0 \)
- const.+log.: \( a_{\text{np}} = 1.371(1)(50) \), \( b_{\text{np}} = -0.618(2)(4) \)

with the errors coming from the statistics and the lattice scale, respectively. We also plot both the constant and the logarithmic fit in figure 6.6.

Using (6.2) the fitted perturbative formulae for the pressure are also straightforward to write down. In figure 6.7 we compare our small volume results to the so obtained predictions. Similar comparisons can be made for the case of the energy density and the entropy density also, where we find qualitatively the same behavior as for the pressure, see figures 6.8 and 6.9.

6.4.4 Fitting HTL perturbation theory

Next we discuss the region of validity of the HTL resummed perturbation theory. In particular, we compare once again our \( N_s/N_t = 8 \) lattice results to the NNLO expansion of the HTL scheme [99]. We consider the renormalization scale \( \mu_{\text{HTL}} \) as a free parameter of this expansion, and perform a fit to this parameter, i.e. our fit function to the subtracted trace anomaly is

\[
i_{\text{pert}}(T, \mu_{\text{HTL}}) - i_{\text{pert}}(T/2, \mu_{\text{HTL}})
\] (6.10)

The fit is carried out for \( T > 100T_c \), and the endpoint is varied to obtain the systematic error coming from the fitting procedure. The sum of deviations for this fit is \( \chi^2/\text{dof} = 0.6 \), indicating
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Figure 6.7: The normalized pressure as measured on our small volume boxes. A comparison is shown to various fitted perturbative functions.

Figure 6.8: The normalized energy density as measured on our small volume boxes.

a nice agreement between lattice results and the perturbative expansion. Our result for the renormalization scale is (in the same notation for the errors as before)

\[
\frac{\mu_{HTL}}{2\pi T} = 1.75(2)(6)(50)
\]  

(6.11)
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Figure 6.9: The normalized entropy density as measured on our small volume boxes.

The fitted formula for the trace anomaly is shown in figure 6.10.

Figure 6.10: The trace anomaly measured on two different spatial volumes (red and blue bands), compared to the NLO and NNLO HTL expansion with varied renormalization scale $0.5 < \mu_{HTL}/2\pi T < 2$ (green and gray shaded regions). The dashed-dotted line represents the expansion with the fitted scale of (6.11).
Chapter 7

Summary

In this thesis I studied the finite temperature transition between confined and deconfined matter at zero and nonzero quark densities. The findings are relevant for the understanding of the evolution of the early Universe and contemporary and upcoming heavy ion experiments. Our results were obtained using large-scale simulations using lattices with various physical extents and lattice spacings, at physical values of the parameters of the theory. In all three projects we thoroughly checked finite size effects and discretization effects, thereby controlling the two most important possible sources of systematic error. In order to ensure that the extrapolations lead to the correct continuum limit, all the necessary additive and multiplicative renormalizations were applied to the studied observables.

In chapter 4 the study of the phase diagram of QCD at small chemical potentials was presented. We determined the curvature of the transition line which separates the chirally symmetric and asymmetric phases using two observables that are sensitive to this transition. Our results also contain information about the relative change in the width of the transition. This suggests that the strength of the transition decreases very slightly, therefore the weak crossover that is present at zero density persists up to quark chemical potentials \( \mu_{u,d} \lesssim T_c \).

In chapter 5 I showed results regarding the equation of state in full QCD. For this project I developed a new method to determine the pressure from the raw lattice data. This approach improves on the conventionally applied integral method such that it better estimates the systematic error of the result, and is also capable of quantifying the quark mass dependence of the pressure. From the pressure we derived various other thermodynamic observables, which can be directly used to set the equation of state in e.g. hydrodynamic models. We estimate the effect of a charm quark in the pressure and show that it is significant already at \( T \sim 2T_c \).
Furthermore, we observe that the pressure, the energy density and the entropy density are roughly 15-20% under their Stefan-Boltzmann limits at our highest temperature $\sim 6T_c$.

At these values of the temperature a reliable comparison with perturbation theory cannot be carried out since such perturbative expansions are only convergent at much larger temperatures. In chapter 6 I report results of the equation of state in pure gauge theory at extremely high temperatures $\sim 1000T_c$. We perform simulations using lattices of size up to $N_s/N_t = 24$ and gather statistics that exceed results in the literature by at least an order of magnitude to determine the high temperature signal in the interaction measure. At large $T$ we successfully match our results with perturbation theory and we are able to fit the unknown $O(g^6)$ coefficient of the expansion. We also quantify the non-perturbative contribution to the interaction measure, which is proportional to $T^2$. 
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Appendix A

Multidimensional spline integration

In this appendix I describe the method, which was used to obtain the pressure as a function of the parameters $\beta$ and $R$ using its measured derivatives (5.8) and (5.9). This method is not exclusively applicable to the case of the pressure in QCD; on the contrary, it can be used in a generalized context, e.g. for statistical physical problems, where using standard Monte-Carlo methods one is not able to measure the (logarithm of the) partition function $\log Z$ itself, but only its derivatives with respect to the parameters of the theory.

Therefore in the following discussion I introduce the algorithm for the general case, for reconstructing a multidimensional surface, using the gradient of the surface measured at some values of the coordinates. The algorithm includes an introduction of a set of nodepoints, upon which the multidimensional spline is determined. This determination is linear and thus straightforward to compute. By a systematic variation of the number and position of the nodepoints the method is then adapted to the particular problem. Unlike a multidimensional integration along some path, the present method results in a continuous, smooth surface, furthermore, it also applies to input data that are non-equidistant and not aligned on a rectangular grid. Function values, first and second derivatives and integrals of the surface are easy to calculate. Moreover, the proper estimation of the statistical and systematic errors is also incorporated in the method.

First I briefly summarize how a spline function can be introduced in an arbitrary number of dimensions $D$. Afterwards I show how the fit to the measurements is carried out. Since in practice $D > 2$ is seldom necessary, in order not to complicate the notation, the method is discussed in detail for the case of two dimensions. Nevertheless, $D > 2$ is also straightforward to implement. Finally I present the algorithm for the systematic placement of the nodepoints. The present method was recently published [13].
A. MULTIDIMENSIONAL SPLINE INTEGRATION

A.1 Spline definition in arbitrary dimensions

A detailed introduction to the theory of splines can be found in [119–121]. For our purpose it suffices to know that in e.g. two dimensions a cubic spline is defined upon a grid \( \{ x_k, y_l \} \) with \( 0 \leq k < K, \ 0 \leq l < L \). The spline surface is unambiguously determined by the values that it takes at the nodepoints \( f_{k,l} = S(x_k, y_l) \) (and the boundary conditions, which we take to be “natural”). A grid square \( [x_k, x_{k+1}] \times [y_l, y_{l+1}] \) will be shortly referred to as \( \{ k, l \} \). The spline function itself is compactly written as

\[
S(x, y) = \sum_{i=0}^{3} \sum_{j=0}^{3} C_{i,j}^{k,l} t_i^{(k)} u_j^{(l)}, \quad \text{if } (x, y) \in \{ k, l \}
\]  

(A.1)

where \( C_{i,j}^{k,l} \) are the spline coefficients and \( t_i^{(k)} \) and \( u_j^{(l)} \) the dimensionless coordinates:

\[
t_i^{(k)} \equiv \frac{x - x_k}{w_k^{(x)}}, \quad u_j^{(l)} \equiv \frac{y - y_l}{w_l^{(y)}}
\]

(A.2)

with the widths

\[
w_k^{(x)} \equiv x_{k+1} - x_k, \quad w_l^{(y)} \equiv y_{l+1} - y_l
\]

(A.3)

The linear equations that determine the spline parameters \( f_{k,l} \) from the coefficients for the \( x \) and \( y \) directions (summarized in matrix form as \( X \) and \( Y \), respectively) are independent from each other. Inverting these equations one obtains for the coefficients

\[
C_{i,j}^{k,l} = \sum_{n_1=0}^{K-1} \sum_{n_2=0}^{L-1} (Y^{-1})_{d+j}^{n_2} (X^{-1})_{d+k}^{n_1} f_{n_1,n_2}
\]

(A.4)

Here the matrix \( X \) (\( Y \)) only depends on the number \( K \) (\( L \)) of grid points in the \( x \) (\( y \)) direction and the widths \( w_k^{(x)} \) (\( w_l^{(y)} \)). Similarly, in arbitrary dimensions \( D \) the different directions decouple and thus (A.4) is easily generalized to the case of more dimensions. In the following we introduce the fitting method in two dimensions; the generalization for higher dimensions is also straightforward to implement.

\[1\]Note that in this formulation the cubic spline contains terms like \( x^3y^3 \), contrary to other definitions where a bicubic spline only has terms \( x^iy^j \) with \( 0 \leq i + j \leq 3 \).

Figure A.1: Grid points in two dimensions.
A.2 Spline fitting

For any value of the parameters $f_{k,l}$ the coefficients $C_{i,j}^{k,l}$ – i.e. the whole spline surface $S(x,y)$ – are known unambiguously. This way we consistently parameterized the spline surface (for the purpose of the QCD equation of state, $x$ plays the role of the temperature and $y$ the role of the quark mass ratio $R$). Now we want to set the spline parameters $f_{k,l}$ such, that derivatives of the spline surface are as close to some previously measured values as possible. Note that this way the function $S(x,y)$ will be undetermined up to an overall constant, since the translation $S(x,y) \to S(x,y) + A$ does not influence the derivatives. This symmetry will be taken into account in the following.

Let us consider $N$ number of points and say that at each point $(q_m^{(x)}, q_m^{(y)})$ we measured the derivative in the $x$ and $y$ directions: $D_m^{(x)}$ and $D_m^{(y)}$ with errors $\Delta D_m^{(x)}$ and $\Delta D_m^{(y)}$ ($m = 0 \ldots N - 1$). Being “close” can be quantified by minimizing

$$\chi^2(f_{k,l}) = \sum_{m=0}^{N-1} \left[ \left( \frac{\partial S}{\partial x} - D_m^{(x)} \right)^2 + \left( \frac{\partial S}{\partial y} - D_m^{(y)} \right)^2 \right]$$

(A.5)

Since $S$ and thus $\partial S/\partial x$ and $\partial S/\partial y$ are linear in $f_{k,l}$, this function has a quadratic dependence on the parameters $f_{k,l}$. This enables us to search for the minimum of $\chi^2(f_{k,l})$

$$\frac{\partial \chi^2}{\partial f_{n_1,n_2}} = 0$$

(A.6)

by solving a system of linear equations

$$M_{n_1,n_2}^{k,l} f_{k,l} = V_{n_1,n_2}, \quad n_1 = 0 \ldots K - 1, \quad n_2 = 0 \ldots L - 1$$

(A.7)

Due to the above mentioned translational invariance of the solution, this system of equations is underdetermined and thus the inverse of $M$ does not exist. This can also be seen by checking that $M$ has a zero eigenvalue, corresponding to the eigenvector $(1, 1, 1, \ldots)$, or, in other words, each row of $M$ adds up to zero. Physically this means that one can set e.g. the first element of $f$ to zero, i.e. leave the first column of $M$. To obtain an invertible matrix one now has to drop one of its rows, for example the first\(^1\). This way one arrives at a matrix $M'$ of size $(KL - 1) \times (KL - 1)$. In the same manner we define $V'$ to be the vector composed from the last $KL - 1$ elements of $V$. One can then complement the solution $(M')^{-1}V'$ with a zero in the first element to obtain the final result which satisfies $f_{0,0} = 0$.

\(^1\)It can be checked that after eliminating the first column, any row of the matrix $M$ can be reproduced by a linear combination of the other rows, i.e. it is indeed correct to drop an arbitrary row.
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In order to explicitly write the elements of the matrix $M$ and the vector $V$ let us analyze the dependence of $\chi^2$ on the parameters $f_{k,l}$. To this end we define $k(m)$ and $l(m)$ as the indices of the grid square that contains the $m$th measurement, i.e.

$$(q_m^{(x)}, q_m^{(y)}) \in \{k(m), l(m)\}$$

(A.8)

and define $\xi_m$ and $\eta_m$ as the value of the dimensionless coordinate on that grid square corresponding to $q_m^{(x)}$ and $q_m^{(y)}$ (just as in (A.2)):

$$\xi_m \equiv \frac{q_m^{(x)} - x_{k(m)}}{w_{k(m)}^{(x)}}, \quad \eta_m \equiv \frac{q_m^{(y)} - y_{l(m)}}{w_{l(m)}^{(y)}}$$

(A.9)

Also, in order to be able to express $\partial S/\partial x$ and $\partial S/\partial y$ let us define the following matrices:

$$E_{m}^{n_1,n_2} = \sum_{i,j=0}^{3} (Y^{-1})_{4l(m)+j}^{n_2}(X^{-1})_{4k(m)+i}^{n_1} \cdot \xi_{m}^{i-1} / w_{k(m)}^{(x)} \cdot \eta_{m}^{j}$$

$$F_{m}^{n_1,n_2} = \sum_{i,j=0}^{3} (Y^{-1})_{4l(m)+j}^{n_2}(X^{-1})_{4k(m)+i}^{n_1} \cdot \xi_{m}^{i} / w_{k(m)}^{(x)} \cdot \eta_{m}^{j-1} / w_{l(m)}^{(y)}$$

(A.10)

With the matrices $E$ and $F$ the expression for $\chi^2$ in (A.5) can be rewritten as:

$$\chi^2(f_{k,l}) = \sum_{m=0}^{N-1} \left[ \left( \frac{E_{m}^{n_1,n_2}f_{n_1,n_2} - D_{m}^{(x)}}{\Delta D_{m}^{(x)}} \right)^2 + \left( \frac{F_{m}^{n_1,n_2}f_{n_1,n_2} - D_{m}^{(y)}}{\Delta D_{m}^{(y)}} \right)^2 \right]$$

(A.11)

which implies that in the system of linear equations (A.7) to be solved appear

$$M_{n_1,n_2}^{k,l} = \sum_{m=0}^{N-1} \left[ (\Delta D_{m}^{(x)})^{-2} E_{m}^{n_1,n_2} E_{m}^{n_1,n_2} + (\Delta D_{m}^{(y)})^{-2} F_{m}^{n_1,n_2} F_{m}^{n_1,n_2} \right]$$

$$V_{n_1,n_2} = \sum_{m=0}^{N-1} \left[ (\Delta D_{m}^{(x)})^{-2} E_{m}^{n_1,n_2} E_{m}^{n_1,n_2} + (\Delta D_{m}^{(y)})^{-2} F_{m}^{n_1,n_2} F_{m}^{n_1,n_2} \right]$$

(A.12)

Using the actual form of $M$ and $V$ the system of linear equations in (A.7) can be solved\footnote{The system of linear equations can be solved using e.g. the Lapack library.} for $f_{k,l}$. With the spline parameters the spline coefficients are also determined through (A.4).

Since the number of measurements is $2N$ and we have $K \cdot L - 1$ independent spline parameters, the degrees of freedom of this fit is given by the difference $\text{dof} = 2N - K \cdot L + 1$. This way the freedom corresponding to the translational symmetry is transformed out: since $f_{0,0} = 0$, the result $S(x, y)$ is now set such that $S(x_0, y_0) = 0$ holds. Note that the spline function can
also be transformed easily to satisfy some a priori known reference equation $S(x_r, y_r) = S_r$ by a simple translation $S \rightarrow S + (S_r - S(x_r, y_r))$.

Note that the $\chi^2$ in (A.5) represents a situation where the input data for the derivatives $D_x^{(x)}$ and $D_y^{(y)}$ are uncorrelated. However, this is usually not the case and one has to take into account the correlation between the measurements and therefore the $\chi^2$ function will contain additional terms. Usually measurements at different $m$ values are independent, but the correlation of $D_x(m)$ and $D_y(m)$ at the same $m$ is not negligible, since e.g. in a lattice calculation these are determined using the same configurations. This leads to the following $\chi^2_{corr}$:

$$\chi^2_{corr} = \sum_{m=0}^{M-1} \left[ Q_{(m)00}^{-1} \left( \frac{\partial S}{\partial x} - D_x(m) \right)^2 + 2Q_{(m)01}^{-1} \left( \frac{\partial S}{\partial x} - D_x(m) \right) \left( \frac{\partial S}{\partial y} - D_y(m) \right) + Q_{(m)11}^{-1} \left( \frac{\partial S}{\partial y} - D_y(m) \right)^2 \right]$$

(A.13)

where $Q_{(m)}$ is the $2 \times 2$ correlation matrix consisting of the correlators of the two measured derivatives at the $m$th point. The corresponding system of linear equations has the same form as (A.7); only now on the left and right hand side enter

$$M_{n_1,n_2}^{k,l} = \sum_{m=0}^{N-1} \left[ Q_{(m)00}^{-1} E_m^{k,l} E_m^{n_1,n_2} + 2Q_{(m)01}^{-1} (E_m^{k,l} F_m^{n_1,n_2} + E_m^{n_1,n_2} F_m^{k,l}) + Q_{(m)11}^{-1} F_m^{n_1,n_2} \right]$$

(A.14)

$$V_{n_1,n_2} = \sum_{m=0}^{N-1} \left[ Q_{(m)00}^{-1} D_x(m) E_m^{n_1,n_2} + 2Q_{(m)01}^{-1} (D_x(m) F_m^{n_1,n_2} + E_m^{n_1,n_2} D_y(m)) + Q_{(m)11}^{-1} D_y(m) F_m^{n_1,n_2} \right]$$

\section*{A.3 Stable solutions}

The above prescribed method is bound to give the function $S(x, y)$ for which the sum of deviations $\chi^2$ is the smallest. The solution on the other hand also depends on the number and the position of the nodepoints, and these have to be tuned appropriately in order to determine the surface that fits best.

If the number of nodepoints $K \cdot L$ is small compared to the number of measurements $N$, then the reduced sum of deviations will be large ($\chi^2 / \text{dof} \gg 1$) and the spline function $S(x, y)$ may not be a good approximation to the surface sought for. On the other hand if $K \cdot L$ is large\footnote{Obviously the inequality $K \cdot L - 1 < 2N$ should hold otherwise the problem is underdetermined.},
the best fit will become an oscillatory function which has the correct derivatives everywhere (i.e. $\chi^2$/dof $\approx 1$), but is probably not the “right” solution, especially when one knows that $S$ should be monotonic\(^1\) in e.g. $x$. Note that this unwanted feature is a characteristic of spline functions even in one dimension.

![Figure A.2: One-dimensional slice of a two-dimensional fit. Shown are the input data $D^{(x)}$ and the derivative $\partial S/\partial x$ of the spline surface obtained using two nodepoint sets. The two sets differ only in one gridpoint, see (A.15). On the left side the number of nodepoints in the $x$ direction is $K = 10$; a slight change in the nodepoints results in no visible change in the solution (orange and blue curves are on top of each other). On the other hand, on the right side $K = 14$, and a similar change dramatically distorts the solution. The corresponding values for $D$ are 0.004 (left) and $\sim 10^7$ (right).](image)

Thus we need a measure of how “right” the solution is. A useful way to define this property is to investigate how much $f$ changes as the nodepoints are modified, since the oscillatory solutions are unstable even under a small change in the nodepoints. This way we can filter out the stable, realistic solutions (see illustration on figure A.2).

We define modified nodepoint sets $x^{(\alpha)}$ as

$$x^{(\alpha)}_k = x_k + \varepsilon, \quad \text{if } k = \alpha$$
$$x^{(\alpha)}_k = x_k, \quad \text{otherwise}$$

(A.15)

with $\varepsilon$ some small number, e.g. $\varepsilon = (x_{K-1} - x_0)/K/10$, and in the same manner for $y^{(\beta)}$.

Now we carry out the fitting procedure for each of the modified nodepoint sets, resulting in

\(^1\)For example this is the case for the pressure log $\bar{Z}$ as a function of the temperature.
the modified solutions $f^{(\alpha)}$ and $f^{(\beta)}$. The sum of the relative differences between the original solution $f$ and the modified solutions

$$D \equiv \frac{1}{K} \sum_{\alpha=0}^{K-1} \frac{1}{K \cdot L} \sum_{k,l} \left| \frac{f^{(\alpha)}_{k,l} - f_{k,l}}{f_{k,l}} \right| + \frac{1}{L} \sum_{\beta=0}^{L-1} \frac{1}{K \cdot L} \sum_{k,l} \left| \frac{f^{(\beta)}_{k,l} - f_{k,l}}{f_{k,l}} \right|$$

(A.16)

will indeed serve as an indicator of the stability of the fit. If this relative change $D$ is under a few percents then the fit can be considered stable.

A.4 Systematics of the method

The statistical error $\sigma_{\text{stat}}$ of the result from the spline fitting method described above can be determined using the standard jackknife algorithm, i.e. the system of linear equations (A.7) needs to be solved for each jackknife sample\(^1\). The systematic error on the other hand can be determined by varying the nodepoints \(\{x_k, y_l\}\). Based on experience the number of nodepoints may range from \(M/2\) to \(M\); usually an equidistant nodepoint-set can already produce a small value for \(\chi^2/\text{dof}\), but increasing the density of nodepoints in areas where the function changes rapidly (i.e. where the measured derivatives are large) can further help to improve the fit quality.

Accordingly, a straightforward way to determine the systematic error is to generate various nodepoint sets with different number (and position) of gridpoints. Then, for each set $\tau$ of the nodepoints the fit is carried out resulting in a spline function $S_\tau$ and an indicator $G_\tau = (\chi^2_{\text{corr}}/\text{dof})^{-1}$ of the fit quality. Results which are in the above detailed sense not stable should be filtered out at this point. Then at each point the systematic error $\sigma_{\text{sys}}$ is determined by

$$\sigma_{\text{sys}}(x,y) = \sqrt{\langle S_\tau(x,y)^2 \rangle_G - \langle S_\tau(x,y) \rangle_G^2}$$

(A.17)

with

$$\langle \Theta_\tau \rangle_G = \sum_\tau \Theta_\tau G_\tau / \sum_\tau G_\tau$$

(A.18)

Thus the total error can be estimated to be

$$\sigma_{\text{tot}} = \sqrt{\sigma_{\text{sys}}^2 + \sigma_{\text{stat}}^2}$$

(A.19)

The above discussed method can be compared to conventional integration in two dimensions [13]. Based on this comparison we conclude that the multidimensional spline algorithm

\(^1\)Note that this can be performed in a single Lapack call that solves the equations for different vectors on the right hand side.
A. MULTIDIMENSIONAL SPLINE INTEGRATION

effectively processes the input data and results in much smaller statistical errors than the usual integral method. Furthermore, the main advantage of the spline fitting procedure is that it better estimates the systematics of the result. While for ordinary integration only a single path in the space of the parameters is considered, the spline method is in some sense equivalent to taking into account all possible integration paths at the same time. Our results indicate that the contribution coming from these generalized paths cannot be neglected in order to estimate the systematics.
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QCD thermodynamics with dynamical fermions
Gergely Endrődi

– Summary –

In this thesis I studied the finite temperature transition between confined and deconfined matter at zero and nonzero quark densities. The findings are relevant for the understanding of the evolution of the early Universe and contemporary and upcoming heavy ion experiments. Our results were obtained using large-scale simulations using lattices with various physical extents and lattice spacings, at physical values of the parameters of the theory. In all three projects we thoroughly checked finite size effects and discretization effects, thereby controlling the two most important possible sources of systematic error. In order to ensure that the extrapolations lead to the correct continuum limit, all the necessary additive and multiplicative renormalizations were applied to the studied observables.

In chapter 4 the study of the phase diagram of QCD at small chemical potentials was presented. We determined the curvature of the transition line which separates the chirally symmetric and asymmetric phases using two observables that are sensitive to this transition. Our results also contain information about the relative change in the width of the transition. This suggests that the strength of the transition decreases very slightly, therefore the weak crossover that is present at zero density persists up to quark chemical potentials $\mu_{u,d} \lesssim T_c$.

In chapter 5 I showed results regarding the equation of state in full QCD. For this project I developed a new method to determine the pressure from the raw lattice data. This approach improves on the conventionally applied integral method such that it better estimates the systematic error of the result, and is also capable of quantifying the quark mass dependence of the pressure. From the pressure we derived various other thermodynamic observables, which can be directly used to set the equation of state in e.g. hydrodynamic models. We estimate the effect of a charm quark in the pressure and show that it might be important already at $T \sim 2T_c$. Furthermore, we observe that the pressure, the energy density and the entropy density are roughly 15-20% under their Stefan-Boltzmann limits at our highest temperature $\sim 6T_c$.

At these values of the temperature a reliable comparison with perturbation theory cannot be carried out since such perturbative expansions are only convergent at much larger temperatures. In chapter 6 I report results of the equation of state in pure gauge theory at extremely high temperatures $\sim 1000T_c$. We perform simulations using lattices of size up to $N_s/N_t = 24$ and gather statistics that exceed results in the literature by at least an order of magnitude to determine the high temperature signal in the interaction measure. At large $T$ we successfully match our results with perturbation theory and we are able to fit the unknown $O(g^6)$ coefficient of the expansion. We also quantify the non-perturbative contribution to the interaction measure, which is proportional to $T^2$. 
QCD termodinamika dinamikus fermionokkal

Endrödi Gergely

Összefoglaló

Disszertációmban az erősen kölcsönható anyag bezárt, illetve plazma állapota közötti véges hőmérsékleti átmenetet vizsgáltam nulla és véges kvark sűrűségeknél. Az eredmények mind a korai Univerzum fejlődésének, mind pedig napjaink nehézium-ütköztetési kísérleteinek szempontjából relevánsak. Az eredményeink nagy számításigényű rács szimulációk használatával kaptak; a szimulációkat számos különböző méretű és rácsállandójú rácon végeztük el, az elmélet paramétereinek fizikai értéke mellett. Mindhárom bemutatott projektben megmértek a véges méret effektusokat és a diszkretizációs hibákat, ezáltal úgyelve a két legfontosabb lehetséges szisztematikus hibaforrásra. A vizsgált mennyiségek minden szükséges additív és multiplikatív renormálását elvégztük.

A 4. fejezetben a QCD fázisdiagramjának vizsgálatát mutattam be. Meghatároztuk az átmeneti vonal görbületét két olyan mennyiséggel, amelyek érzékenyek erre az átmenetre. Az eredmények az átmenet erősségének relatív változásáról is számot adnak. Megállapítottuk, hogy az átmenet csekély mértékben gyengül, így a $\mu = 0$-nál megvalósuló crossover alacsony kémiai potenciál alatt marad.

Az 5. fejezetben a QCD állapotegyenletét vizsgáltam dinamikus fermionok jelenlé tében. Ehhez a projekthez kifejlesztettem egy új módszert a nyomás nyers rács adatokból történő meghatározására. Ez a technika a hagyományosan alkalmazott integrál módszerrel ellentétben becsli meg a szisztematikus hibát, és a nyomás kvarktömeg-függését is közvetlenül megadja. A nyomásból számos más termodinamikai mennyiséget is meghatároztunk, amelyek közvetlenül felhasználhatóak az állapotegyenlet beállítására például hidrodinamikai modellekben. Megmértük a charm kvark járulékát a nyomáshoz, és azt találtuk, hogy már $\sim 2T_c$-n jelentős járulékől van szó. Megállapítottuk továbbá, hogy a nyomás, az energiasűrűség és az entropiasűrűség körüli belül 15-20%-kal alulmúlja Stefan-Boltzmann limeszei által megadott hőmérsékletünk körülbelül $T_c \sim 6T_c$-t is.

Ezek a hőmérsékleteken nem lehetséges összehasonlítható a rács eredményeket a perturbációszámítással, ugyanis a perturbatív sorfejtések csak rendkívül magas hőmérsékleten konvergálnak. A 6. fejezetben ezért extrém magas hőmérsékletekig ($T \sim 1000T_c$) megmértük a nyomást tiszta mértékemléketben; ehhez az alkalmazott rácsok témányú kiterjedését rendkívül nagynak (akár $N_s/N_t = 24$-nek) kellett megválasztani. Igen nagy számban generáltunk konfigurációkat; a kapott statisztikus hiba az irodalomban fellelhető eredményeket legalább egy nagyságrenddel felülmúlja. Magas hőmérsékleten összehasonlítottuk az eredményeket a javított, illetve felösszegzett perturbációszámítás képleteivel, és illesztettük az $O(g^6)$ rend szabad együtt hatóját a rács adatok segítségével. Végül két egyszerű függvény formájában meghatároztuk a kölcsönhatási mértékhez járuló nemperturbatív tagot, amely $T^2$-tel arányos.